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(1) 

ARTIFICIAL INTELLIGENCE INITIATIVES 
WITHIN THE DEPARTMENT OF DEFENSE 

TUESDAY, MARCH 12, 2019 

UNITED STATES SENATE,
SUBCOMMITTEE ON EMERGING 

THREATS AND CAPABILITIES, 
COMMITTEE ON ARMED SERVICES, 

Washington, DC. 
The Subcommittee met, pursuant to notice, at 2:37 p.m. in room 

SR–232A, Russell Senate Office Building, Senator Joni Ernst 
(Chairman of the Subcommittee) presiding. 

Members present: Senators Ernst, Shaheen, Heinrich, and 
Peters. 

OPENING STATEMENT OF SENATOR JONI ERNST 
Senator ERNST. The Subcommittee on Emerging Threats and Ca-

pabilities meets today to receive testimony on Department of De-
fense artificial intelligence (AI) initiatives. 

I want to thank you, gentlemen, for being here today. 
I do apologize. We have a vote series going on right now, so, at 

some point, Senator Peters and I may have to switch on and off. 
We’ll run down and vote accordingly. 

But, I do want to thank you for being here. I’d love to welcome 
you. We have a very distinguished panel joining us today, ladies 
and gentlemen. 

As highlighted in the NDS [National Defense Strategy] Commis-
sion Report, the U.S. must stay ahead in several emerging tech-
nologies in order to maintain or regain a warfighting advantage. 
These technologies include hypersonics, directed energy, artificial 
intelligence, 5G, and quantum computing. Russia and China are 
aggressively developing these capabilities and, in some cases, have 
already surpassed, or will soon surpass, our technologies. Without 
action, the U.S. may find itself at a technological disadvantage in 
future conflicts. 

Over the next few months, this Subcommittee will focus our ef-
forts to ensure the Department is well positioned to outpace our 
adversaries and maintain a strategic advantage in these key tech-
nologies. Today, we will focus on one technology of particular im-
portance, which is artificial intelligence. 

The recently released Department of Defense Artificial Intel-
ligence Strategy makes clear AI is poised to transform every indus-
try and is expected to impact every corner of the Department, 
spanning operations, training, sustainment, force protection, re-
cruiting, healthcare, and many others. AI has the ability to provide 
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powerful new capabilities to our warfighters that we are only be-
ginning to imagine. When applied to back-office functions and oper-
ations within the Department, AI will be critical in boosting effi-
ciency and increasing the effectiveness of limited resources. With 
such broad potential impacts, it is important that the Department 
move quickly to adopt these capabilities so that we don’t lose the 
technological edge. 

Our adversaries understand the critical importance of AI. Last 
year, the Chinese government released a strategy detailing its plan 
to take the lead in AI by 2030. Less than 2 months later, Vladimir 
Putin publicly announced Russia’s intent to pursue AI technologies, 
stating, ‘‘Whoever becomes the leader in this field will rule the 
world.’’ Both of these countries are investing heavily in military ap-
plications of AI to achieve a warfighting advantage. 

The United States is also investing heavily in AI applications. 
Over the last year, the Department has initiated several important 
efforts to accelerate the adoption of AI, including the establishment 
of the Joint AI Center, or JAIC, the development of a DARPA [De-
fense Advanced Research Projects Agency] AI Next Campaign, and 
the release of the DOD [Department of Defense] AI Strategy. These 
efforts demonstrate the extent of the AI transformation already un-
derway within the Department of Defense and the priority that is 
being placed on growing these capabilities. However, with these im-
portant efforts comes the challenge of coordinating hundreds of dis-
parate AI efforts across multiple offices and organizations. I look 
to our witnesses to help the committee better understand how AI 
can be adopted more rapidly, how coordinating the initiatives al-
ready underway within the Department can help us harness this 
powerful technology, and where we must invest in future research 
to ensure we maintain a long-term advantage. 

Again, I thank our witnesses for being with us today. I look for-
ward to their testimony. 

I would turn to my Ranking Member, Mr. Peters. Senator Peters, 
thank you. New Ranking Member joining us. This is our first sub-
committee hearing of the Congress. Senator Peters, I welcome you 
onboard. Thank you very much. 

STATEMENT OF SENATOR GARY C. PETERS 

Senator PETERS. Well, Madam Chairwoman, thank you. It’s an 
honor to be with you. I’ve enjoyed working with you over the years, 
and we’ll continue to do that in the next 2 years in this Congress. 

Also, I’d like to thank the gentlemen for you being here today, 
for your testimony. 

You know, artificial intelligence is already impacting our daily 
lives through commercial products and services, from applications 
as simple as Alexa to very complex systems, like self-driving auto-
mobiles. AI has huge implications for our national security, as well. 
For example, it’ll enable new capabilities in intelligence analysis, 
autonomous systems, as well as cybersecurity. At the same time, 
AI can create new threats in these and other areas that can be ex-
ploited by our adversaries. I hope, in this hearing, that we can hear 
from our witnesses on the Pentagon’s efforts to position itself in the 
rapidly changing world of AI, from the more near-term activities of 
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the Joint AI Center to the long-term, high-risk, high-payoff re-
search efforts of DARPA and the Defense Innovation Unit (DIU). 

The current AI systems that exist today only exist because of 
decades of research in computer science, control systems, microelec-
tronics, and other fields. There are many amazing commercial ca-
pabilities available today, yet AI is still relatively primitive to what 
we all think it can be. We need to continue to invest in fields like 
computer science and electronics, but also research in areas such 
as our understanding of how machines and people learn and can 
work together to make sure that that promise becomes a reality. 

I would like to understand how the DOD is working to move AI 
capabilities quickly into fielded systems, as well as how the Pen-
tagon is developing a long-range strategy on R&D [research and 
development] of new capabilities. 

I hope we can discuss how we are engaging with the best minds 
in defense and the commercial industry, Silicon Valley, government 
labs, and universities to address many of these challenges. 

I would also like to learn about efforts to ensure that the DOD 
and the Nation has the expert workforce that we will need within 
government to stay at the leading edge of this technology. 

Finally, I’d like to recognize—General Shanahan is a distin-
guished graduate of the University of Michigan, earning his com-
mission there through the ROTC [Reserve Officer Training Corps]. 
The University of Michigan is one of many academic institutions in 
Michigan that prioritizes artificial intelligence research, particu-
larly for the development and testing of autonomous vehicle sys-
tems. 

General Shanahan, I know that U of M [University of Michigan] 
would love to host you back on campus to see the work that they’re 
doing on AI and on autonomy and its relevance to your work. I 
hope that you and—as well as our other members of the panel, are 
able to take a trip to Michigan sometime soon. 

I thank the Chair again for holding this hearing. I certainly look 
forward to our discussion. 

Senator ERNST. Yes. Thank you very much, Senator Peters. 
We will start with Dr. Peter T. Highnam. Dr. Highnam became 

the Deputy Director of the Defense Advanced Research Projects 
Agency, what we know of as DARPA, in February of 2018. Prior 
to coming to DARPA, Dr. Highnam was the Director of Research 
at the National Geospatial-Intelligence Agency, on assignment from 
the Office of the Director of National Intelligence (ODNI). Prior to 
that assignment, he also served 6 years at ODNI’s Intelligence Ad-
vanced Research Projects Activity, initially as an Office Director 
and then as Director. 

Dr. Highnam, we welcome you. You may start your opening re-
marks. Thank you very much. 

STATEMENT OF PETER T. HIGHNAM, DEPUTY DIRECTOR, 
DEFENSE ADVANCED RESEARCH PROJECTS AGENCY 

Dr. HIGHNAM. Thank you, Chairwoman Ernst, Ranking Member 
Peters. I’m pleased to be here to represent the Defense Advanced 
Research Projects Agency and share with the Subcommittee 
DARPA’s work to advance AI technologies. 
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I’m going to begin with a little bit about DARPA’s history in this 
field. In 1960, shortly after DARPA was created, ARPA [Advanced 
Research Projects Agency] was created. One of the first information 
technology offices that we had gave this quote, ‘‘It seems reason-
able to envision bringing computing machines effectively into proc-
esses of thinking that must go on in realtime, time that moves too 
fast to permit using computers in conventional ways. To think in 
interaction with a computer in the same way that you think with 
a colleague whose competence supplements your own will require 
much tighter coupling between man and machine than is possible 
today.’’ 

Back then, when computers were large, were room-size, when 
they were being used for computing missile trajectories and so on, 
this man saw what was possible, saw the insights that were becom-
ing available, and saw the push that we’re still working on, which 
is changing computers from tools to partners. That actually is the 
history of AI investments by DARPA for the last 60 years. 

That is also quintessential DARPA. This man had, you know, one 
foot in defense, seeing the mission and seeing what was needed, 
and one foot in the technology side, and framed the problem using 
use cases, knew what had to be done, and started driving. It’s un-
likely that he thought that there would be 6 decades of investments 
and hard work that followed that to get to where we are today. 

I’d like to say that, after 60 years of pushing, AI is an overnight 
success. 

[Laughter.] 
Dr. HIGHNAM. Really, within the last 10 years, when you think 

about the kind of technologies. A lot of transitions and successes 
over the decades, much accomplished, and much still to do. 

DARPA describes the investments in AI using a waves construct. 
The first wave at the beginning, for the first 20 years or so, are 
normally known as describe. This is where knowledge was encoded 
in rules, ‘‘If A, then B.’’ If you look inside the tax—if you do per-
sonal taxes today, there’s a rule-based system inside there that was 
what, 40 years ago, would have been called AI technologies, now 
is just computer science, or IT [information technology]. That’s the 
price of success. It’s no longer AI. It’s just commonplace. 

Then, beginning in the mid-1970s, the technology—science had 
put in place to begin what became machine learning. The theory 
was put down, but it—only in the last 10–15 years, we now have 
the compute cycles, we have the data availability. That’s when the 
current wave, the second wave, of machine learning really took 
place and really came into being. 

Now we’re looking past that, at DARPA, into what comes next. 
We have two waves of technology. One was descriptive, one was 
recognizing situations, classifying, and so on. Now we have to be 
able to explain, to really build the trust between these systems and 
the people who are using them and working with them in realtime, 
in difficult, stressful situations, but building the trust so that they 
really can become partners. This is the role of explanation. 

It’s a great time to be at DARPA, because we’re now on the brink 
of a lot of really exciting things. That’s the genesis of the current 
initiative, the $2 billion investment that we’ve said we’re now mak-
ing in AI technologies. 
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That said, there’s a brittleness to the current technologies. The 
tools are immature, still. We don’t have an engineering discipline 
behind AI technologies. There are issues, that I’m sure everyone 
will talk to you about, about missing data volume, missing data 
quality, provenance, and so on, the training, second-wave systems. 
These systems tend to have unexpected failure modes. 

In front of you, there should be an example of the brittleness of 
AI. These are drawn from the academia mixture. You may have 
seen these before. In the first picture, on the left, there’s a panda, 
which you and I look at with all the history that we have of looking 
at these critters. On the right is also a picture that looks like a 
panda, as well, to us. The difference is that, in the digital represen-
tation, a certain amount of ‘‘noise’’ represented by the middle pic-
ture was laid on top of it, and a highly trained second-wave classi-
fication system, machine-learning system, went from classifying 
that picture as a panda to now as a gibbon, with high certainty. 
The fragility of these methods—these are very literal methods. 
There is no semantics, there is no intelligence. 

The second example is perhaps of more concern. This shows a 
stop sign in a physical situation. Think autonomous vehicles. To 
you and I, again, it’s a stop sign. It has a certain shape. To a 
trained system, to a highly trained system, it’s no longer—when 
you put that little white sticker—or that yellow sticker onto the 
stop sign, it’s now classified as a speed limit sign. You can think 
in terms of autonomous vehicles, the brittleness and fragility of the 
systems. You can also think in terms of adversarial endeavors. It 
takes camouflage and deception to a whole new level. 

Very important to point those things out. 
Today we have autonomy. We have a lot of work successes in 

cyber, from first- and second-wave technologies. We have novel 
hardware, high-performance hardware, low-energy hardware com-
ing into place. Yes, then we have a lot of tools, and hundreds of 
thousands of people are being trained and really wanting to use 
machine learning. We have to go to the next step, this common-
sense reasoning, being able to explain where this inference came 
from. We have to get there. Otherwise, trust won’t come into place. 

What we’ve done is to talk about, in our new initiative, robust 
AI, dealing with adversarial AI, both unintentional and intentional, 
high-performance, in terms of compute cycles and minimizing en-
ergy, and delivering radically new capabilities. This is the genesis 
of the AI Next Campaign, creating systems capable of reasoning, 
regenerative, contextual, and explanatory models. We already have 
over 20 programs running in AI, new programs—research pro-
grams started. We have over 80 programs in the agency. About 
one-third of the programs in the entire agency now are either cre-
ating AI technologies or aggressive users of those technologies. 

Last, to your point about workforce, we really had to get more 
people engaged. Typically, we put out a call for proposals—research 
proposals, people apply, and, 6 to 9 months later, if selected, 
they’re on contract. We have something called AI Exploration, by 
which we are driving the research community to explore this—the 
space of the third wave aggressively. We post a topic, and we 
award contracts within 90 days of posting the topic. We’ve now 
done this six times. We’ve invested, so far, on the order of $45 mil-
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lion in this. There’s tremendous uptake from the research commu-
nity, these opportunities. All unclassified, all fundamental work. 

From 60 years ago to now, I don’t think Mr. Licklider, at the 
time, would have anticipated that the Department of Defense 
would have an AI strategy, such a huge success in recognition, and 
that the President would sign an AI executive order. Who would 
have thought? 

Game-changing capabilities for the Defense Department and the 
world, from 60 years of investment, much accomplished, and much 
to do. 

Thank you. 
[The prepared statement of Dr. Peter Highnam follows:] 

PREPARED STATEMENT BY DR. PETER HIGHNAM 

DARPA’S SEMINAL ROLE IN THE FIELD OF ARTIFICIAL INTELLIGENCE 

Seventy years ago, when early electronic computers ran on vacuum tubes and 
filled entire rooms, researchers already were striving to enable machines to think 
as people do. Only a few years after its start in 1958, DARPA began playing a cen-
tral role in realizing this ambition by laying some of the groundwork for the field 
of artificial intelligence (AI). Early work in AI emphasized handcrafted knowledge, 
and computer scientists constructed so-called expert systems that captured the rules 
that the system could then apply to situations of interest. Such ‘‘first wave’’ AI tech-
nologies were quite successful—tax preparation software is a good example of an ex-
pert system—but the need to handcraft rules is costly and time-consuming and 
therefore limits the applicability of rules-based AI technologies. 

The past few years have seen an explosion of interest in a sub-field of AI dubbed 
‘‘machine learning’’ that applies statistical and probabilistic methods to large data 
sets to create generalized representations that can be applied to future samples. 
Foremost among these approaches are deep learning (artificial) neural networks 
trained to perform a variety of classification and prediction tasks when adequate 
historical data is available. Therein lies the rub, however, as the task of collecting, 
labelling, and vetting data on which to train such ‘‘second wave’’ AI techniques is 
prohibitively costly and time-consuming. 

DARPA envisions a future in which machines are more than just tools that exe-
cute human-programmed rules or generalize from human-curated data sets. Rather, 
the machines DARPA envisions will function more as colleagues than as tools. To-
wards this end, DARPA is focusing its investments on a ‘‘third wave’’ of AI tech-
nologies that brings forth machines that can reason in context. Incorporating these 
technologies in military systems that collaborate with warfighters will facilitate bet-
ter decisions in complex, time-critical, battlefield environments; enable a shared un-
derstanding of massive, incomplete, and contradictory information; and empower 
unmanned systems to perform critical missions safely and with high degrees of au-
tonomy. 

Today, DARPA is funding more than 24 programs exploring ways to advance the 
state of the art in AI, pushing beyond second wave machine learning towards con-
textual reasoning capabilities. This is in addition to more than 55 active programs 
that are leveraging machine learning or AI technologies in some capacity–from man-
aging the electromagnetic spectrum to detecting and patching cyber vulnerabilities. 

This level of investment has been years in the making and will define scientific 
and technical exploration, as well as resulting military capabilities, for decades to 
come. 

CURRENT PROGRAMS 

DARPA’s Lifelong Learning Machines (L2M) program is exploring ways to enable 
machines to learn while doing without catastrophic forgetting. Such a capability 
would enable systems to improve on the fly, recover from surprises, and keep them 
from drifting out of sync with the world. First announced in 2017, L2M research 
teams are developing complete systems and their components, as well as exploring 
learning mechanisms in biological organisms with the goal of translating them into 
computational processes. Discoveries in both technical areas are expected to gen-
erate new methodologies that will allow AI systems to learn and improve during 
tasks, apply previous skills and knowledge to new situations, incorporate innate sys-
tem limits, and enhance safety in automated assignments. While the program is still 
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in its early stages, L2M researchers already have identified and solved challenges 
associated with building and training a self-reproducing neural network. 

DARPA is also currently running a program called Explainable AI or XAI to de-
velop new machine-learning architectures that can produce accurate explanations of 
their decisions in a form that makes sense to humans. As AI algorithms become 
more widely used, reasonable self-explanation will help users understand how these 
systems work, and how much to trust them in various situations. XAI specifically 
aims to create a suite of machine learning techniques that produce explainable mod-
els—while maintaining a high level of prediction accuracy so human users under-
stand, appropriately trust, and effectively manage the emerging generation of artifi-
cially intelligent partners. Enabling computing systems in this manner is critical be-
cause sensor, information, and communication systems generate data at rates be-
yond what humans can assimilate, understand, and act upon. 

The real breakthrough for artificial intelligence, however, will not come until re-
searchers figure out a way for machines to learn or otherwise acquire common 
sense. Without common sense, AI systems will be powerful but limited tools that 
require human inputs to function. With common sense, an AI could become a part-
ner in problem solving. Common sense knowledge is so pervasive in our lives that 
it can be hard to recognize. For example, in conflict and warzone situations, people 
tend to make snap decisions about the cause of the problem and ignore evidence 
that does not support their point of view. To act as a valued partner in such situa-
tions, the AI system will need sufficient common sense to know when to speak and 
what to say, which will require that it have a good idea of what each person knows. 
Interrupting to state the obvious would quickly result in its deactivation, particu-
larly under stressful conditions. 

In order to find answers to the common sense problem, DARPA launched in Octo-
ber of last year the Machine Common Sense (MCS) program, which will explore re-
cent advances in cognitive understanding, natural language processing, deep learn-
ing, and other areas of AI research. MCS is pursuing two approaches for developing 
and evaluating different machine common sense services. The first approach seeks 
to create computational models that learn from experience and mimic the core do-
mains of cognition as defined by developmental psychology. This includes the do-
mains of objects (intuitive physics), places (spatial navigation), and agents (inten-
tional actors). Researchers will develop systems that think and learn as humans do 
in the very early stages of development, leveraging advances in the field of cognitive 
development to provide empirical and theoretical guidance. 

To assess the progress and success of the first strategy’s computational models, 
researchers will explore developmental psychology research studies and literature to 
create evaluation criteria. DARPA will use the resulting set of cognitive develop-
ment milestones to determine how well the models are able to learn against three 
levels of performance: prediction/expectation, experience learning, and problem solv-
ing. 

The second MCS approach will construct a common sense knowledge repository 
capable of answering natural language and image-based queries about common 
sense phenomena by reading from the Web. DARPA expects that researchers will 
use a combination of manual construction, information extraction, machine learning, 
crowdsourcing techniques, and other computational approaches to develop the repos-
itory. The resulting capability will be measured against the Allen Institute for Arti-
ficial Intelligence (AI2) Common sense benchmark tests, which are constructed 
through an extensive crowdsourcing process to represent and measure the broad 
common sense knowledge of an average adult. 

AI NEXT CAMPAIGN 

DARPA announced in September 2018, a multi-year investment of more than $2 
billion in new and existing programs called the ‘‘AI Next’’ campaign. Campaign key 
areas include providing robust foundations for second wave technologies, aggres-
sively applying second wave AI technologies into appropriate systems, and exploring 
and creating third wave AI science and technologies. 

AI Next builds on DARPA’s five decades of AI technology creation to define and 
to shape the future, always with the Department’s hardest problems in mind. Ac-
cordingly, DARPA will create powerful capabilities for the DoD by attending specifi-
cally to the following areas: 

New Capabilities: AI technologies are applied routinely to enable DARPA R&D 
projects, including more than 60 ongoing programs, such as the Electronic Resur-
gence Initiative, and other programs related to real-time analysis of sophisticated 
cyber attacks, detection of fraudulent imagery, construction of dynamic kill-chains 
for all-domain warfare, human language technologies, multi-modality automatic tar-
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get recognition, biomedical advances, and control of prosthetic limbs. DARPA will 
advance AI technologies to enable automation of critical Department business proc-
esses. One such process is the lengthy accreditation of software systems prior to 
operational deployment. Automating this accreditation process with known AI and 
other technologies now appears possible. 

Robust AI: AI technologies have demonstrated great value to missions as diverse 
as space-based imagery analysis, cyber attack warning, supply chain logistics and 
analysis of microbiologic systems. At the same time, the failure modes of AI tech-
nologies are poorly understood. DARPA is working to address this shortfall, with fo-
cused R&D, both analytic and empirical. DARPA’s success is essential for the De-
partment to deploy AI technologies, particularly to the tactical edge, where reliable 
performance is required. 

Adversarial AI: The most powerful AI tool today is machine learning. Machine 
learning systems are easily duped by changes to inputs that would never fool a 
human. The data used to train such systems can be corrupted, and the software 
itself is vulnerable to cyber attack. These areas, and more, must be addressed at 
scale as more AI-enabled systems are operationally deployed. 

High Performance AI: Computer performance increases over the last decade have 
enabled the success of machine learning, in combination with large data sets, and 
software libraries. More performance at lower electrical power is essential to allow 
both data center and tactical deployments. DARPA has demonstrated analog proc-
essing of AI algorithms with 1000 times speedup and 1000 times power efficiency 
over state-of-the-art digital processors, and is researching AI-specific hardware de-
signs. DARPA is also attacking the current inefficiency of machine learning, by re-
searching methods to drastically reduce requirements for labeled training data. 

Next Generation AI: The machine learning algorithms that enable face recognition 
and self-driving vehicles were invented over 20 years ago. DARPA has taken the 
lead in pioneering research to develop the next generation of AI algorithms, which 
will transform computers from tools into problem-solving partners. DARPA research 
aims to enable AI systems to explain their actions, and to acquire and reason with 
common sense knowledge. DARPA R&D produced the first AI successes, such as ex-
pert systems and search, and more recently has advanced machine learning tools 
and hardware. 

In addition to new and ongoing DARPA research, a key component of the AI Next 
campaign will be DARPA’s Artificial Intelligence Exploration (AIE) program, first 
announced in July 2018. AIE constitutes a series of high-risk, high payoff projects 
where researchers work to establish the feasibility of new AI concepts within 18 
months of award. Leveraging streamlined contracting procedures and funding mech-
anisms enables these efforts to move from proposal to project kick-off within 3 
months of an opportunity announcement. 

CONCLUSION 

Over its 60-year history, DARPA has made significant investments in the creation 
and advancement of artificial intelligence technologies that have produced game- 
changing capabilities for the Department of Defense and beyond. DARPA’s AI Next 
effort is simply a continuing part of its historic investment in the exploration and 
advancement of AI technologies. 

Current R&D investment around the world is largely focused on second wave AI 
or machine learning, which is very good in finding patterns in voice and imagery 
and has many commercial applications. The difference is, in the United States, 
DARPA is aggressively pursuing programs that will make second wave AI more ro-
bust for defense and security applications, all while helping realize the third wave 
of AI, or contextual reasoning. DARPA has unique access to the United States’ 
world-class science and technology community, comprised of leading universities, 
government labs, and industry partners—this mix cannot be found or replicated 
anywhere else in the world. Marshalling those unique resources, the Agency’s third 
wave research efforts will forge new theories and methods that will make it possible 
for machines to adapt contextually to changing situations, advancing computers 
from tools to true collaborative partners. Going forward, the agency will be fearless 
about exploring these new technologies and their capabilities—DARPA’s core func-
tion—pushing critical frontiers ahead of our nation’s adversaries. 

Senator ERNST. Very good. Thank you so much. 
Mr. Michael Brown is the Director of the Defense Innovation 

Unit, DIU, at the U.S. Department of Defense. DIU fields leading- 
edge capability to the military, using commercial technologies fast-
er and more cost-effectively than traditional acquisition methods. 
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Prior to that, Mr. Brown served as a White House Presidential In-
novation Fellow at the Defense Department. He has also worked as 
CEO [Chief Executive Officer] of Semantec Corporation and as 
CEO of Quantum Corporation. 

Thank you, Mr. Brown, for joining us today. It’s good to have you 
here again. If you would, please go ahead with your opening state-
ments. 

STATEMENT OF MICHAEL A. BROWN, DIRECTOR, DEFENSE 
INNOVATION UNIT 

Mr. BROWN. Thank you, Chairman Ernst, Ranking Member 
Peters, and Members of the Subcommittee. Thank you for inviting 
me here today to discuss DIU’s efforts in AI. 

As you said, about 6 months ago, I joined DIU as the Director, 
and, having led a number of technology companies, most recently 
Semantec, I’ve witnessed how new technology like AI can fun-
damentally redefine how we live and work, and how we fight wars. 

Before joining DIU as the Director, as you mentioned, I worked 
as a Fellow, responding to the Secretary of Defense’s request to un-
derstand China’s investments in early-stage technology firms, 
many of which were AI-focused, and its technology transfer impli-
cations for national security. 

As you mentioned in opening remarks, China and Russia have 
already recognized the enormous commercial and military potential 
of AI, and are investing heavily, with aims to become dominant. By 
2025, China aims to achieve major breakthroughs in AI and in-
crease its domestic market to reach $60 billion. To achieve this tar-
get, the Chinese government leverages civil-military fusion, where, 
by law, every commercial AI innovation is immediately transferred 
to the Chinese military. China also leverages United States talent 
and resources by establishing research institutes in the United 
States, investing in AI-related startups in the United States, re-
cruiting talent in the United States, and building academic part-
nerships. 

Russia, as you mentioned, with Vladimir Putin’s comments, is 
similarly focused on building its AI capacity, but is behind the 
United States and China, in terms of overall investment, research, 
and startups. 

In the face of great-power competition, DIU is working along-
side—with the rest of DOD to maintain our technological edge, not 
only in AI, but other dual-use technologies, as well. Accessing ma-
ture AI-driven technologies from the commercial sector is an essen-
tial component of the Defense Department’s Artificial Intelligence 
Strategy and a paradigm shift from defense industrial base to a na-
tional security innovation base prescribed by the National Defense 
Strategy. 

DIU’s AI portfolio focuses on understanding, tracking, and vet-
ting commercial companies’ abilities to solve high-impact problems 
identified by our military leadership. AI projects today include 
work with the Air Force, Army, Navy, and components, as well as 
Joint Chiefs of Staff. 

As a foundational technology, the DIU AI portfolio specifically 
prioritizes projects that address three major impact areas where AI 
has proven to excel commercially. Here are three examples: 

VerDate Nov 24 2008 11:01 Nov 04, 2021 Jkt 000000 PO 00000 Frm 00013 Fmt 6633 Sfmt 6602 C:\USERS\WR47328\DESKTOP\46003.TXT WILDA



10 

First, computer vision. Adding automation to object recognition 
and infrastructure assessment, DIU is prototyping computer-vision 
algorithms in humanitarian assistance and disaster recovery use 
cases. 

Second, large dataset analytics and predictions, making sense of 
massive datasets and patterns more efficiently and cost-effectively 
than human analysts. For example, DIU is prototyping predictive 
maintenance applications for Air Force and Army platforms, with 
the potential to save the Department billions of dollars. 

Third, strategic reasoning, mapping probabilistic chains of events 
and developing alternative strategies to inform top-down planning 
in environments characterized by uncertainty, missing information, 
and speculation. DIU is prototyping an application that leverages 
AI to provide insights to high-level strategic questions. 

With these projects, DIU engages across the Department on AI 
and makes its commercial knowledge and relationships with poten-
tial vendors available to any of the services, service labs, and com-
ponents. We already have in place a strategic partnership with 
JAIC, which we’ve agreed upon with General Shanahan. Simply 
stated, DIU will prototype commercially successful AI applications 
and measure their relevance to mission imperatives. If successful, 
we transition those to JAIC so they can be scaled and integrated 
into their national mission initiatives. We look forward to working 
closely together with JAIC. 

DIU also works with the Defense Innovation Board and will work 
with the newly established Congressional National Security Com-
mission on AI to leverage the best practices and learnings from the 
commercial software industry executives who participate on that 
board. 

Cultural divides and ethical differences are often blamed for the 
lack of closer cooperation between DOD and Silicon Valley, but, 
more often than not, the true deterrent is misaligned economics. 
Enabling DOD to be a better customer for early-stage companies 
will not only help DOD acquire the best commercial technology 
faster and cheaper, but will also provide access to the ideas of 
sought-after AI talent that DOD may not be able to attract. The 
more we collaborate with the private sector on mutually-beneficial 
projects, the more opportunities we’ll have to engage in an open 
dialogue about the applications and principles for the use of AI. 

DIU plans to continue its focus on AI as a key technology port-
folio, solving DOD problems with commercial AI solutions to bring 
the Department new capabilities and encourage nontraditional 
technology firms to work with DOD as part of the national security 
innovation base, will be a priority. 

Thank you. 
[The prepared statement of Mr. Brown follows:] 

PREPARED STATEMENT BY MICHAEL BROWN 

INTRODUCTION 

Chairman Ernst, Ranking Member Peters, and distinguished Members of the Sub-
committee on Emerging Technologies and Threats, thank you for inviting me to ap-
pear before you today to discuss the Defense Innovation Unit (DIU) and our efforts 
in artificial intelligence (AI) alongside my colleagues at the Defense Advanced Re-
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1 United States Department of Defense, Summary of the 2018 Department of Defense Artificial 
Intelligence Strategy: Harnessing AI to Advance Our Security and Prosperity, (February 12, 
2019), https://media.defense.gov/2019/Feb/12/2002088963/-1/-1/1/SUMMARY–OF–DOD–AI– 
STRATEGY.PDF. 

2 Central Committee of the Communist Party of China Central Compilation and Translation 
Press, The 13th Five-Year Plan for Economic and Social Development of the People’s Republic 
of China (2016–2020), (March 17, 2016), 64. 

3 For this testimony, the exchange rate is: $1 = 6.72 RMB. 
4 PRC State Council, Xinyidai rengongzineng fazhan guihua de tongzi [Next-Generation Artifi-

cial Intelligence Development Plan], PRC State Council-2017–35 (July 20, 2017). 
5 Ibid. 
6 ‘‘2017 Annual Report to Congress,’’ (United States-China Economic and Security Review 

Commission, November 15, 2017), 525–527; Michael Brown and Pavneet Singh, ‘‘China’s Tech-
nology Transfer Strategy: How Chinese Investments in Emerging Technology Enable a Strategic 
Competitor to Access the Crown Jewels of United States Innovation,’’ (Defense Innovation Unit, 
January 2018). 

7 Ibid. 
8 Alina Polyakova, ‘‘Weapons of the Weak: Russia and AI-driven Asymmetric Warfare,’’ (Brook-

ings Institution, November 14, 2018); ‘‘Artificial Intelligence -A Strategy for European Startups: 
Recommendations for Policymakers,’’ (Asgard and Roland Berger, May 14, 2018). 

9 Maintaining American Leadership in Artificial Intelligence, Exec. Order No. 13859, 84 Fed. 
Reg. 3967 (February 11, 2019). U.S. Department of Defense, Summary of the 2018 Department 
of Defense Artificial Intelligence Strategy: Harnessing AI to Advance Our Security and Pros-
perity. 

search Projects Agency (DARPA) and the newly formed Joint Artificial Intelligence 
Center (JAIC). 

AI is fundamentally redefining how we live, work, and fight wars. Within the De-
partment of Defense (DOD), AI has the potential to transform how the Department 
operates at all levels, from business to the battlefield. In the face of competition 
from China and Russia, DOD aims to maintain its technological edge through estab-
lishing a more decentralized, experimental procurement approach: cultivating a 
leading AI workforce, engaging academic, commercial, and international allies and 
partners, and developing ethical and lawful guidelines for AI use. 1 

China and Russia have recognized the enormous commercial and military poten-
tial of AI and are investing heavily to become dominant in the field. In its 13th Five- 
Year Plan (2016–2020) and subsequent industrial plans, the Chinese Government 
has outlined a comprehensive, whole-of-government strategy to become the global 
leader in AI. 2 In July 2017, the State Council released the Next-Generation Artifi-
cial Intelligence Development Plan that laid out a 2020 target for Chinese AI tech-
nology and applications to match international developments and create a $22.3 bil-
lion (Renminbi [RMB] 150 billion) 3 domestic market. 4 By 2025, China will aim to 
achieve major breakthroughs in AI and increase its domestic market to reach $59.6 
billion (RMB 400 billion). 5 To achieve these targets, China’s National Development 
and Reform Commission (China’s industrial policy-making agency) funded the cre-
ation of a national AI laboratory, and Chinese local governments have pledged more 
than than $7 billion in AI funding. 6 In addition, Chinese firms and the Chinese 
Government are leveraging United States talent and ecosystems through the estab-
lishment of research institutes in the United States, investment in U.S. AI-related 
startups and firms, recruitment of U.S.-based talent, and commercial and academic 
partnerships. 7 Russia is similarly focused on building its AI capacity but is behind 
the United States and China in terms of overall AI investment, research, and 
startups. 8 

Underscoring the potential magnitude of AI’s impact on the whole of society, the 
breadth of its applications, and the urgency of this emerging technology race, Presi-
dent Trump signed the executive order, Maintaining American Leadership in Artifi-
cial Intelligence, on February 11, 2019, launching the American AI Initiative. This 
was immediately followed by the release of DOD’s first-ever AI strategy. 9 These doc-
uments emphasize the essential role of research and development (R&D) across the 
Federal Government, business, and academia to maintain U.S. leadership in AI, bol-
ster national security, and safeguard the values shared by the United States, its al-
lies, and partners. 

To increase intergovernmental coordination, DIU will engage with DARPA and 
JAIC, among other DOD entities focused on AI, as well as make its commercial 
knowledge and relationships with potential vendors available to any of the Services 
and Service Labs. For example, DIU will be working with the Services and Defense 
Agencies as DOD customers for the projects it undertakes. AI projects today include 
work with the Air Force, Army, Navy, and components as well as the Joint Chiefs 
of Staff. DIU also works with the Defense Innovation Board and the newly estab-
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10 Ben FitzGerald, Alexandra Sander, Jacqueline Parziale, ‘‘Future Foundry: A New Strategic 
Approach to Military-Technical Advantage,’’ (Center for a New American Security, December 
2016). 

11 11 DIU exists, in part, in response to the growing disparity between federal and commercial 
R&D, leading to a global technology landscape in which commercial companies are leading the 
development of some of the world’s most advanced technologies: ‘‘In 1960, the United States ac-
counted for 69 percent of global R&D, with U.S. defense-related R&D alone accounting for more 
than one-third of global R&D. The Federal Government funded approximately twice as much 
R&D as U.S. business. However, from 1960 to 2016, the U.S. share of global R&D fell to 28 
percent, and the Federal Government’s share of total U.S. R&D fell from 65 percent to 24 per-
cent, while business’s share more than doubled from 33 percent to 67 percent. As a result of 
these global, national, and federal trends, federal defense R&D’s share of total global R&D fell 
to 3.7 percent in 2016.’’ Moshe Schwartz and Heidi M. Peters, ‘‘Department of Defense Use of 
Other Transaction Authority: Background, Analysis, and Issues for Congress,’’ Report no. 
R45521 (Congressional Research Service), 43. 

12 ‘‘MoneyTree Report: Q4 2018,’’ (PricewaterhouseCoopers and CB Insights, 2019), https:// 
www.pwc.com/us/en/moneytree-report/moneytree-report-q4–2018.pdf. 

13 The top five states for AI investment in 2018, in order, were California, Massachusetts, New 
York, Texas, and Washington. Ibid. 

lished Congressional Commission on AI to leverage the best practices and learnings 
from the commercial software industry executives who participate on the Board. 

In particular, we anticipate a close partnership with JAIC, the outlines of which 
DIU has already agreed upon with Lieutenant General Jack Shanahan. As JAIC 
matures, we anticipate that DIU will be at the leading edge of the Department’s 
National Mission Initiatives (NMIs), proving that commercial technology can be ap-
plied to critical national security challenges via accelerated prototypes that lay the 
groundwork for future scaling through JAIC. DIU looks to bring in key elements 
of AI development pursued by the commercial sector, which relies heavily on contin-
uous feedback loops, vigorous experimentation using data, and iterative develop-
ment, all to achieve the measurable outcome, mission impact. 

REINVIGORATING OUTREACH TO COMMERCIAL TECHNOLOGY COMPANIES: DEFENSE 
INNOVATION UNIT 

DIU is focused on accelerating commercial technology into the hands of men and 
women in uniform. Its staff is comprised of Active Duty military from every service, 
civilians, and individuals with extensive private sector experience and deep ties into 
venture capital and startup communities. DIU partners with the Services, Combat-
ant Commands, and component organizations to seek out and rapidly prototype ad-
vanced commercial solutions—spanning AI, autonomy, cyber, human systems, and 
space—to address military challenges ranging from the tactical level to the defense 
enterprise. Within OUSD(R&E) and the broader DOD, DIU is unique in its focus 
on developing and fielding commercial hardware, software, and methodologies with-
in an approximately 24-month timeframe. 

Accessing R&D and mature AI-driven technologies advanced by the commercial 
sector is an essential component of the strategic approach defined by the 2018 De-
partment of Defense Artificial Intelligence Strategy and the paradigm shift from ‘‘de-
fense industrial base’’ to ‘‘national security innovation base’’ prescribed by the 2018 
National Defense Strategy. Senior leaders in the Department understand that DOD 
no longer holds a monopoly on emerging technologies like AI that will sway stra-
tegic, deterrent, and battlefield advantage in future wars. 10 U.S. businesses began 
outspending the Federal Government in R&D in the 1980s, and now, industry-fund-
ed R&D represents approximately 67 percent of total U.S. investments. 11 

Moreover, venture capital funding for AI-related companies reached record highs 
in 2018, increasing 72 percent from 2017 totaling $9.3 billion. 12 With offices in Sil-
icon Valley, Boston, Austin, and Washington, D.C., DIU is embedded in the core in-
novation ecosystems where these deals are taking place, AI startups are thriving, 
and top tech companies and universities are conducting groundbreaking research. 13 
DIU’s location not only facilitates deeper ties with leading edge companies but al-
lows the Department to establish a closer relationship with venture firms as they 
scout the horizon for their next big bets and take into consideration clear demand 
signals from DOD. 

DIU seeks to lower barriers to entry into the defense market by more closely 
matching commercial terms and contracting speeds via its Commercial Solutions 
Opening (CSO) solicitation process, which leverages Other Transaction (OT) author-
ity. Traditional acquisition pathways overburden technology companies operating 
with little or no prior DOD contracting experience and runways that are often short-
er than the typical time to award a contract under the Federal Acquisition Regula-
tion. Shaping the DOD into a better customer through new processes allows the De-
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14 Rachel Olney, ‘‘The Rift Between Silicon Valley and the Pentagon is Economic, not Moral,’’ 
War on the Rocks, January 28, 2019, https://warontherocks.com/2019/01/the-rift-between-sil-
icon-valley-and-the-pentagon-iseconomic-not-moral/. 

15 The 2018 OT Guide defines non-traditional defense contractor as ‘‘an entity that is not cur-
rently performing and has not performed, for at least the one-year period preceding the solicita-
tion of sources by DOD for the procurement or transaction, any contract or subcontract for the 
DOD that is subject to full coverage under the cost accounting standards prescribed pursuant 
to section 1502 of title 41 and the regulations implementing such section (see 10 U.S.C. 2302(9).’’ 
Defense Acquisition University, Other Transactions (OT) Guide, (November 2018), https:// 
aaf.dau.mil/ot-guide/. 

16 Dr. Lisa Porter, Deputy Under Secretary of Defense for Research and Engineering, testi-
mony to the Subcommittee on Emerging Threats and Technologies, House Armed Services Com-
mittee, December 11, 2018, https://docs.house.gov/meetings/AS/AS26/20181211/108795/ 
HHRG–115–AS26–Wstate-PorterL–20181211.pdf. 

17 U.S. Department of Defense, Summary of the 2018 Department of Defense Artificial Intel-
ligence Strategy: Harnessing AI to Advance Our Security and Prosperity. 

partment to acquire the best commercial technology faster and cheaper than the tra-
ditional system. Furthermore, new acquisition pathways create more opportunities 
for national security service, making DOD a more competitive employer of AI and 
other sought-after tech talent through commercial contracts. 

While cultural divides and ethical differences are often blamed for the lack of clos-
er cooperation between DOD and Silicon Valley, more often than not, the true deter-
rent is misaligned economics. 14 Since DIU opened its first competitive solicitation 
using the CSO process in June 2016, there has been no shortage of top-performing 
companies interested in working alongside our DOD partners to solve some of the 
toughest military challenges. DIU has awarded contracts to 103 of these companies, 
43 of which are first-time, non-traditional DOD contractors. 15 

DIU’S AI STRATEGY & PROJECTS 

Commercial AI companies are active across a wide range of sectors and the oppor-
tunities for dual-use applications within DOD are vast. The DIU AI portfolio focuses 
on understanding, tracking, and vetting these commercial companies’ ability to solve 
high-impact problems identified by our military leadership and DOD partners. The 
portfolio team combines depth of commercial AI, machine learning, and data science 
experience from the commercial sector with military operators. As a foundational 
technology, AI-driven solutions appear across a number of DIU projects adminis-
tered by other portfolio teams, however, the AI portfolio specifically prioritizes 
projects that address three major impact areas where AI is proven to excel: 

1. Computer vision: AI and machine learning adds automation to object recogni-
tion and infrastructure assessment; for example, DIU is prototyping computer 
vision algorithms in humanitarian assistance and disaster recovery scenarios. 

2. Large dataset analytics and predictions: AI and machine learning can help 
make sense of massive datasets and patterns more efficiently and cost-effec-
tively than human analysts; for example, DIU is prototyping predictive mainte-
nance applications for Air Force and Army platforms. 

3. Strategic reasoning: AI and machine learning has the capacity to inform top- 
down planning in environments characterized by uncertainty, missing informa-
tion, and speculation; for example, DIU is prototyping an application that 
leverages AI to reason about high-level strategic questions, map probabilistic 
chains of events, and develop alternative strategies. 

Furthermore, DIU has a strategic partnership with JAIC wherein DIU’s prototype 
AI applications ‘‘pull’’ on commercial capabilities, prove and measure their applica-
bility to mission imperatives, and (if successful) are transitioned to JAIC to be 
scaled and integrated into their NMI. In previous testimony before the House 
Armed Services Subcommittee on Emerging Threats and Capabilities, Dr. Lisa Por-
ter, Deputy Under Secretary of Defense for Research and Engineering, discussed the 
need to rigorously assess AI performance against quantitative metrics tied to spe-
cific mission needs. 16 DIU’s partnership with JAIC aims to institutionalize the rigor 
Dr. Porter spoke of——the AI portfolio’s prototype projects are designed to drive 
metrics, establish benchmarks, and contribute infrastructure towards a common 
foundation as described by the 2018 Department of Defense Artificial Intelligence 
Strategy. 17 

Following are three specific use cases and projects which employ AI technology: 
Applying Computer Vision to Humanitarian Assistance and Disaster Relief 

In 2018, DIU hosted the xView Challenge to test computer vision and the use of 
algorithms to automatically identify objects from images. The competition attracted 
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18 United States Government Accountability Office, Weapon Systems Cybersecurity: DOD Just 
Beginning to Grapple with Scale of Vulnerabilities, GAO–19–128 (October 2018), https:// 
www.gao.gov/assets/700/694913.pdf. 

more than 4,000 submissions from 100 participants from around the world including 
companies, universities, and individuals. The top performing algorithms were 300 
percent more accurate than the government produced baseline, which helps advance 
computer vision proficiency across four core elements of overhead imagery analysis. 
The winning algorithm was then used to automate post-disaster assessments in the 
wake of Hurricane Florence, assisting emergency personnel to quickly identify flood-
ed areas and impassable roads. This use of AI holds the potential to automate post- 
disaster assessments and accelerate search and rescue efforts on a global scale. 
Scaling Predictive Maintenance to Improve Readiness and Cut Costs 

DIU’s predictive maintenance prototype project provides a specific example of the 
synergy that we plan to foster between OUSD(R&E) and JAIC. DIU identified a 
leading commercial airline industry supplier of predictive maintenance solutions 
and launched a six-month prototype for E–3 Sentry aircraft maintenance. The proto-
type began with testing predictions at the part and sub-part level against historical 
actuals to establish the robustness of the AI and its relevance to operational deci-
sion-making. This methodology effectively assesses the accuracy of the AI pre-
dictions, how much they matter, and in which areas the most impact can be ex-
pected (as defined by cost and/or platform availability). Early results of Air Force 
applications indicate a potential 28 percent decrease in unscheduled maintenance on 
the E–3 across six sub-systems and more than 32 percent reduction on the C–5 
across ten sub-systems. DIU is partnering with JAIC to scale this solution across 
multiple aircraft platforms, as well as ground vehicles beginning with DIU’s com-
plementary predictive maintenance project focusing on the Army’s Bradley Fighting 
Vehicle. This is one of DIU’s highest priority projects for fiscal year 2019 given its 
enormous potential for impact on readiness and reducing costs. 
Automating Cyber Vulnerability Detection & Remediation 

DOD’s current vulnerability discovery process for weapons systems software lacks 
the capability to scale because it relies on time and labor-intensive human search 
and analysis. According to an October 2018 GAO report, $1.66 trillion of weapon 
system development is at risk due to the scale of unmitigated cyber 
vulnerabilities. 18 One of the tools to address these vulnerabilities is DIU’s Project 
VOLTRON, which is an active prototype project that has demonstrated artificially 
intelligent detection of previously unknown vulnerabilities in classified weapons sys-
tems. The project seeks to demonstrate autonomous exploitation and patching; de-
velopment of an application programming interface (API) for extensibility; and inte-
gration into DOD software development environments. This would give the DOD an 
end-to-end capability that goes from writing software free of vulnerabilities to reme-
diating vulnerabilities in compiled mission software for which source code is not 
available. The products from Project VOLTRON help make DOD owned systems 
more resilient to cyber attacks and inform program offices of configuration errors 
faster and with less errors than humans. An initial capability demonstration of the 
commercial technologies leveraged by VOLTRON yielded previously undiscovered 
bugs within the first few minutes of testing against representative aircraft software 
provided by a defense contractor. In addition, previously unknown vulnerabilities 
have already been discovered in currently fielded aircraft systems. Integration into 
software development pipelines will ensure that most vulnerabilities can be found 
and remediated before future systems go into production and/or deployment. 
Tremendous Opportunity for DOD/Commercial Collaboration 

Commercial industry is breaking ground on AI applications supporting a wide 
range of business areas and there is a tremendous opportunity to re-establish and 
grow the ties between the user communities in DOD, commercial entrepreneurs, 
and partners in universities and labs dedicated to performing the basic research 
that provides a foundation for future advances. While DIU has found the vast ma-
jority of high-tech companies focused on AI to be willing and enthusiastic partners, 
there is work yet to be done to provide and encourage an open dialogue with the 
private sector and researchers about applications and principles of use for this pow-
erful tool. DIU will continue to solve DOD problems with commercial AI solutions 
to bring the Department new capabilities and encourage non-traditional technology 
firms to work with DOD to grow the national security innovation base. 

Senator ERNST. Thank you very much, Mr. Brown. 
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Last, certainly not least, we have Lieutenant General John N.T. 
‘‘Jack’’ Shanahan. General Shanahan is the Director, Joint Artifi-
cial Intelligence Center, Office of the Department of Defense Chief 
Information Officer (CIO) at the Pentagon. General Shanahan is 
responsible for accelerating the delivery of AI-enabled capabilities, 
scaling the departmentwide impact of AI, and synchronizing AI ac-
tivities to expand joint force advantages. 

General, please go ahead. 

STATEMENT LIEUTENANT GENERAL JOHN N.T. SHANAHAN, 
USAF, DIRECTOR, JOINT ARTIFICIAL INTELLIGENCE CEN-
TER, OFFICE OF THE DEPARTMENT OF DEFENSE CHIEF IN-
FORMATION OFFICER 

General SHANAHAN. Good afternoon, Madam Chairwoman, Rank-
ing Member, distinguished Members of the Subcommittee. Thank 
you for the opportunity to testify before the Subcommittee today on 
the Department’s artificial intelligence committees. 

I’m honored to serve as the first Director of DOD’s Joint AI Cen-
ter, or the JAIC. I’ve been in this position for just over 2 months. 
Previously, I served in the Under Secretary of Defense for Intel-
ligence, where, for 2 years, I was the Director of the Algorithmic 
Warfare Cross-functional Team, also known as Project Maven. 

Artificial intelligence, or AI, is rapidly changing an ever-expand-
ing range of businesses and industries. It offers the opportunity to 
transform every corner of the Department from multidomain oper-
ations at the edge to back-office business functions. As described in 
the 2019 National Defense Strategy, or NDS, it is also poised to 
change the character of warfare. Thoughtful, responsible, and 
human-centered adoption of AI in the DOD will strengthen our na-
tional security and transform the speed and agility of our oper-
ations. 

Last June, then-Deputy Secretary of Defense Shanahan directed 
the DOD Chief Information Officer, Mr. Dana Deasy, to establish 
the Joint AI Center to accelerate the delivery and adoption of AI- 
enabled capabilities, scale the departmentwide impact of AI, and 
synchronize the Department’s AI activities. In parallel, DOD sub-
mitted its first AI Strategy to the Congress as an annex to the 
NDS. Last month, the Department released an unclassified sum-
mary of DOD’s AI Strategy, doing so on the heels of the President’s 
signature of the executive order on AI. The JAIC’s missions and 
functions nest well under the principles and objectives outlined in 
the AI executive order. 

JAIC’s formation also dovetails section 238 of the fiscal year 2019 
NDAA. Additionally, JAIC will benefit from, and help bring to fru-
ition, recommendations of the new National Security Commission 
(NSC) on AI. I was privileged to talk with the members of the Com-
mission yesterday, when they met for the first time. I know Sen-
ator Heinrich was also there. 

The JAIC is the focal point of the DOD AI Strategy and was es-
tablished to provide a common vision, mission, and focus to drive 
departmentwide AI capability delivery. I want to highlight three 
primary themes for our approach: 

First, delivering AI-enabled capabilities at speed. JAIC is collabo-
rating with teams across DOD to identify, prioritize, and select 
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mission needs, and then execute a series of cross-functional use 
cases to demonstrate value and spur momentum. We need early de-
monstrable wins to show practical results and the art of the pos-
sible, followed by scaling across the enterprise. Projects fall into 
two main categories: national mission initiatives, or NMIs, and 
component mission initiatives, or CMIs. NMIs are driven and exe-
cuted by the JAIC as broad, joint, crosscutting AI challenges; 
whereas, CMIs are component-led, but are able to make use of 
JAIC’s common tools, libraries, best practices, and more. 

Our emphasis on rapid, iterative delivery of AI complements the 
Department’s ongoing work at the other end of the AI spectrum, in 
fundamental research and development, as you heard from Dr. 
Highnam. Our first two NMIs are predictive maintenance with the 
Special Operations Command and U.S. Army H–60 helicopter use 
case and humanitarian assistance and disaster relief, in which we 
will field AI capabilities in support of natural events, such as 
wildfires and hurricanes. We are also getting a headstart on a 
planned fiscal year 2020 cyberspace NMI designed to use AI-en-
abled capabilities to improve event detection, network mapping, 
and compromised-account identification. 

At the same time, we are now in the early problem-framing stage 
for another proposed NMI in fiscal year 2020 that will be more ori-
ented on the NDS, National Defense Strategy, in operations 
against peer competitors. We are also in initial discussions with the 
Military Services, components, and combatant commands on the 
applicability of AI to help with solutions in areas as diverse as tal-
ent management, suicide prevention, preventive medicine, and in-
formation operations, among others. 

The second theme is scale. As I know firsthand from Project 
Maven, scaling AI across the enterprise is hard, but it’s also the 
only way we will realize the full benefits of AI in the Department. 
JAIC’s early projects serve a dual purpose, to deliver new capabili-
ties to end users as well as to incrementally develop the common 
foundation that is essential for scaling AI’s impact across DOD. We 
will put this foundation in place in a way that aligns with DOD 
enterprise cloud adoption. 

The third theme is talent. We built the initial JAIC team with 
representatives detailed from across each of the services and other 
components. Today, we have 30 people, growing to over 50 within 
the next 5 months. We do not receive our permanent manpower 
until fiscal year 2020. 

For the JAIC to succeed, we must attract and cultivate a select 
group of mission-driven, world-class AI talent, to include enticing 
experts from the tech industry to serve with us. The success of 
human-centered AI and human-machine teaming within DOD re-
quires growing and sustaining an AI-ready force, one that is con-
versant in the language of AI, willing and able to operate with a 
new kind of speed and agility. 

In closing, the JAIC is now up and running, and we’re open for 
business. Thank you for your strong support in driving momentum 
in this critical area. I look forward to continuing to work with Con-
gress as we advance the adoption of AI across the Department and 
use the JAIC to accelerate our progress. 
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Thank you for the opportunity to testify this afternoon. I look for-
ward to your questions. 

[The prepared statement of General Shanahan follows:] 

PREPARED STATEMENT BY LIEUTENANT GENERAL JOHN ‘‘JACK’’ N.T. SHANAHAN 

INTRODUCTION 

Good afternoon Madam Chairwoman, Ranking Member, and distinguished Mem-
bers of the Subcommittee. Thank you for this opportunity to testify before the Sub-
committee today on the Department’s Artificial Intelligence (AI) Initiatives. 

I am Lieutenant General Jack Shanahan, the Director of the Joint Artificial Intel-
ligence Center or JAIC. I have been in my current position for a little over two 
months. Previously, I served in the Under Secretary of Defense for Intelligence as 
the Director of the Algorithmic Warfare Cross-Functional Team or Project Maven, 
the Department’s pathfinder project to integrate AI capabilities to augment, accel-
erate, and automate collection from a variety of manned and unmanned intelligence 
platforms and sensors. 

AI is rapidly changing an ever-expanding range of business and industry. As de-
scribed in the 2018 National Defense Strategy (NDS), AI is also poised to change 
the character of warfare. Structurally, we know AI has the potential to be an ena-
bling layer across nearly everything—meaning countless applications in industry 
and everyday life, while offering the opportunity to positively transform every corner 
of the Department. We envision innovative concepts that change the way we plan 
and fight, including improvements in the way we perceive our environment, main-
tain our equipment, train our men and women, defend our networks, operate our 
back offices, provide humanitarian aid and respond to disasters; and more. By har-
nessing the power of AI in defense, we will better support and protect American 
servicemembers, safeguard our citizens, defend our allies, and improve the effective-
ness, affordability, and speed of our operations. 

Other nations, particularly strategic competitors such as China and Russia, are 
making significant investments in AI for military purposes. These investments 
threaten to erode our technological and operational advantages and destabilize the 
free and open international order. The Department of Defense, together with our al-
lies and partners, must adopt AI to maintain its strategic position, prevail on future 
battlefields, and safeguard this order. 

Per the NDS, the Department will accelerate the delivery and adoption of AI to 
expand our military advantages and create a force fit for our time. AI will enhance 
operational effectiveness, improve readiness, and increase efficiency in the general 
business practices of the Department. We will make a concerted effort to move AI 
technologies in a direction that improves our odds of long-term security, peace, and 
stability through vigorous dialogue and multilateral cooperation on the ethical, safe, 
and lawful use of AI for national security and establishing new norms for respon-
sible behavior, consistent with the law. The Department’s AI transformation will en-
sure that we maintain the ability to execute our vital mission of protecting the secu-
rity of our nation, deterring war, and preserving peace. 

ESTABLISHMENT OF JAIC 

Last June, then-Deputy Secretary of Defense Patrick Shanahan directed Mr. 
Dana Deasy, the Department’s Chief Information Officer, to establish the Joint AI 
Center. This new organization is tasked to accelerate the delivery of AI-enabled ca-
pabilities, scale the Department-wide impact of AI, and synchronize the Depart-
ment’s AI activities. In parallel, the Department submitted its first AI Strategy to 
Congress, an annex to the NDS that captures the integrated set of decisions we are 
making now to harness AI to advance our security and prosperity. Last month, the 
Department released an unclassified summary of the classified DOD AI strategy, in 
support of the President’s Executive Order on AI (Maintaining American Leadership 
in Artificial Intelligence) that calls for greater AI investment, harmonization of 
standards, and training and workforce development initiatives. The JAIC’s missions 
and functions nest well under the principles and objectives outlined in the AI Execu-
tive Order. 

The founding of JAIC supports implementation of section 238 of the fiscal year 
2019 National Defense Authorization Act, this provision directed a joint approach 
to coordinate the efforts of the Department to develop, mature, and transition AI 
technologies into operational use. The Department views the requirements of section 
238 as a strategic opportunity to improve its posture for AI. In fact, we used ele-
ments from the language in section 238 to help frame the JAIC’s roles, missions, 
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and functions. In December 2018, JAIC commissioned a team from the RAND Cor-
poration to support our analysis. The RAND team built its analytical framework, 
completed initial DOD-wide data collection, and is currently building interview pro-
tocols and contact lists for engaging with industry. 

As part of this, I will now touch on how we are partnering with the Under Sec-
retary of Defense (USD) Research & Engineering (R&E), the role of the Military 
Services, the Department’s initial focus areas for AI delivery, and how JAIC is sup-
porting whole-of-government efforts in AI. 

As the focal point of the DOD AI Strategy, the JAIC was established to provide 
a common vision, mission, and focus to drive Department-wide AI capability deliv-
ery. JAIC will operate across the full AI delivery lifecycle, emphasizing near-term 
prototyping, execution, and operational adoption to meet current needs. JAIC’s work 
will complement the AI efforts of USD(R&E), which are focused on foundational re-
search, longer-term technology creation, and innovative concepts. Both JAIC and 
USD(R&E) will need to collaborate effectively and succeed individually for the DOD 
to implement its ambitious AI strategy. 

The JAIC communicates a consistent message about transforming DOD through 
AI. This refers to the transformation that happens when you field technology on 
operationally-relevant timelines, enable frontline men and women to experiment 
with it based on their own creativity, and ultimately generate new ways of working 
that solve our most critical challenges and enhance our military strength. As we 
move to rapidly incorporate AI, those men and women in America’s military will re-
main our enduring source of strength. We will use AI-enabled information, tools, 
and systems to empower and augment, not replace, those who serve. 

To derive maximum value from AI application throughout the Department, JAIC 
will operate across an end-to-end lifecycle of problem identification, prototyping, in-
tegration, scaling, transition, and sustainment. Emphasizing commerciality to the 
maximum extent practicable, JAIC will partner with the Services and other compo-
nents across the Joint Force to systematically identify, prioritize, and select new AI 
mission initiatives. Then JAIC will stand up cross-functional teams that will rapidly 
execute a sequence of use cases that demonstrate value and spur momentum. We 
need early, demonstrable wins that show practical results and the art of the pos-
sible. Then, we must scale these capabilities across the enterprise. To do this, JAIC 
is engaging with leading commercial and academic partners for prototypes, and em-
ploying standardized processes with respect to areas such as data management, 
testing and evaluation, assessment of delivered capabilities, and program protection 
and cybersecurity. Our approach has been directly informed by the Department’s AI 
pathfinder activity, Project Maven, which successfully identified and is beginning to 
address key challenges with integrating AI into operations. This program put in 
place an initial set of data, tools, and infrastructure for AI delivery, as well as initial 
templates for contracting and acquisition, testing and evaluation, operational as-
sessment, and program protection. 

JAIC’s early projects serve a dual purpose: to deliver new AI-enabled capabilities 
to end users, and to help incrementally develop a common foundation that is essen-
tial for scaling AI’s impact across DOD. This foundation includes shared data, reus-
able tools, frameworks, libraries, and standards, and AI cloud and edge services. 
JAIC will work with teams throughout the Department to ensure that they can le-
verage this foundation to accelerate their progress in a manner that aligns with 
DOD enterprise cloud adoption. Our enterprise approach for AI and enterprise cloud 
adoption as outlined in the DOD-wide Cloud Strategy are mutually reinforcing, mu-
tually dependent undertakings. Finally, JAIC will provide ongoing support to the ef-
forts of the Services and other organizations to ensure continuous improvement, as-
sessment, and sustainment of AI systems and solutions across the enterprise. 

The AI capability delivery efforts that will go through this lifecycle will fall into 
two categories: National Mission Initiatives (NMI) and Component Mission Initia-
tives (CMI). As outlined in the DOD AI Strategy, a NMI is a pressing operational 
or business reform joint challenge, typically identified from the National Defense 
Strategy’s key operational problems or nominated by a mission owner, and requiring 
multi-service innovation, coordination, and the parallel introduction of new tech-
nology and new operating concepts. NMIs are typically driven by JAIC and are exe-
cuted by cross-functional teams that comprise both JAIC personnel as well as sub-
ject matter specialists from across the Department on a rotational basis. Execution 
of these projects will be essential for putting in place our initial common foundation. 

The second project category is a Component Mission Initiative (CMI), which is a 
component-level challenge that can be solved through AI. JAIC will work closely 
with individual components on CMIs to help identify, shape, and accelerate their 
Component-specific AI deployments through funding support; usage of common 
foundational tools, libraries, cloud infrastructure; application of best practices; part-
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nerships with industry and academia; and so on. The Component will be responsible 
for identifying and implementing the organizational structure required to accom-
plish its project in coordination and partnership with the JAIC. 

We will form teams to work with the Services, Components, and Combatant Com-
mands on potential CMIs. Based on initial conversations with all of these stake-
holders, I fully expect that we will see rapid growth in the number of CMIs in Fiscal 
Year 2020. We are in early discussions with the Services, Components, and Combat-
ant Commands on the applicability of AI to help with solutions in areas as diverse 
as talent management, suicide prevention, preventive medicine, installation and 
force protection, information operations, operational war planning, and modeling 
and simulation. Additionally, we intend to identify smart automation initiatives that 
could provide near-term dividends in terms of increased effectiveness and efficiency 
for back-office functions. 

All of the Services are increasing their levels of investment in AI-related capabili-
ties in near term. The JAIC is already forming strong partnerships with the Serv-
ices and key Components. For example, the Army established a new AI Task Force 
that is working closely with the JAIC on predictive maintenance. We are actively 
engaged in an effort to apply data-driven insights to equipment availability at U.S. 
Special Operations Command and in the U.S. Air Force in partnership with Defense 
Innovation Unit (DIU). We are partnering with U.S. Cyber Command and the Na-
tional Security Agency to shape a new cyberspace-related mission initiative. These 
early efforts will better define how we make use of common approaches to data, 
tools, libraries, architectures, development approaches, and more. 

JAIC’s focus on near-term AI implementation and adoption complements efforts 
within the USD (R&E). Organizations such as the Defense Advanced Research 
Projects Agency (DARPA) are focused on the future or next wave of AI research and 
longer-term technology creation. When it comes to research for the future versus the 
ability to apply it now at scale, DOD needs the best of both, and they feed one an-
other—USD(R&E) will feed JAIC with updates on leading-edge AI technologies and 
concepts, and JAIC will provide R&E insights from operational fielding, user feed-
back, and data. There is a distinct and shared vision of an enterprise approach pro-
mulgated by USD(R&E) and DOD CIO. JAIC is already working with DIU, DARPA, 
and the Strategic Capabilities Office to improve integration and enhance unity of 
effort on current and future AI projects. 

Further examples of early NMI’s include: 
• Perception. Improve the speed, completeness, and accuracy of Intelligence, Sur-

veillance, Reconnaissance (ISR) Processing, Exploitation, and Dissemination 
(PED). Project Maven’s efforts are included here. -Predictive Maintenance 
(PMx). Provide computational tools to decision makers to help them better fore-
cast, diagnose, and manage maintenance issues to increase availability, improve 
operational effectiveness, and ensure safety, at reduced cost. 

• Humanitarian Assistance/Disaster Relief (HA/DR). Reduce the time associated 
with search and discovery, resource allocation decisions, and executing rescue 
and relief operations to save lives and livelihood during disaster operations. 

• Cyber Sensemaking. Detect and deter advanced adversarial cyber actors who in-
filtrate and operate within the DOD Information Network (DODIN) to increase 
DODIN security, safeguard sensitive information, and allow warfighters and en-
gineers to focus on strategic analysis and response. 

We selected these initiatives to deliver mission impact at speed, demonstrate the 
proof of concept for the JAIC operational model, enable rapid learning and iterative 
process refinement, and build out our library of reusable tools while validating our 
enterprise cloud architecture. These efforts will benefit us by growing more AI credi-
bility and expertise within the JAIC that will return to the Services and Compo-
nents to help accelerate and sustain their own AI projects. 

For the predictive/preventive maintenance NMI, we are starting with Army and 
Army Special Operations helicopters (H–60s). There is sufficient data available to 
train algorithms, there will be defined return on investment criteria, and this 
project helps address the Secretary’s direction to the Services to improve their main-
tenance readiness rates. We anticipate moving to other airframes and vehicles, to 
include working with DIU to scale the promising results they have demonstrated 
using AI for predictive maintenance on other Air Force and Army platforms. 

For the humanitarian assistance and disaster relief (HA/DR) NMI, we are already 
applying lessons learned and reusable tools from Project Maven to field AI capabili-
ties in support of federal responses to events such as wildfires and hurricanes— 
where DOD plays a supporting role. One of the most important benefits of this NMI 
is that it is an inspiring, societally-beneficial, life-saving mission that is not only 
whole-of-government but whole-of-society. It brings in interagency, state and local 
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governments, non-governmental organizations, allied and partner nations, and 
more. It offers a unique opportunity to combine DOD efforts with industry and aca-
demia in a new type of public-private endeavor to operationalize AI to solve our 
most challenging problems. Doing this at scale to address disasters on an integrated 
basis creates the potential to both save lives and livelihood as well as advance com-
mon tools, lessons, and partnerships for the benefit of many DOD missions. 

We are also in the early problem-framing stage for another substantial NMI in 
Fiscal Year 2020 that will be much more oriented on the National Defense Strategy 
and operations against peer and near-peer competitors. At the same time we will 
be seeking cutting-edge technologies within commercial industry and in DOD orga-
nizations such as DARPA that are ready for operational fielding across the Depart-
ment. 

While its primary focus is delivery initiatives such as these, JAIC has an impor-
tant role in synchronizing DOD AI activities. This avoids duplication and excess 
cost, fosters sharing of lessons, and establishes a new enterprise approach for trans-
lating AI into decisions and impact at scale across the Joint Force. Under the DOD 
CIO’s authorities and as delineated in the JAIC establishment memo, JAIC will co-
ordinate all DOD AI-related projects above $15 million annually. This does not 
mean that JAIC will control the execution of these projects or the funding for Serv-
ice-and Component-level AI initiatives. It does mean that we will start to ensure, 
for example, that they begin to leverage common tools and libraries, manage data 
using best practices, reflect a common governance framework, adhere to rigorous 
testing and evaluation methodologies, share lessons learned, and comply with archi-
tectural principles and standards that enable scale. Over time, when properly 
resourced, JAIC will assume a greater role with regard to Component AI programs. 

JAIC will be a key resource for whole-of-government efforts in AI, particularly as 
we explore as a nation the opportunities and challenges associated not merely with 
fundamental AI research, but also with translating the technology into decisions 
and impact in operations. To underscore our focus on ethics, humanitarian consider-
ations, and both short-term and long-term AI safety, JAIC is working closely with 
the Defense Innovation Board (DIB) to foster a broad dialogue and provide input 
into the development of AI principles for defense. We are offering our perspective 
on crucial policy and research and development associated with operationalizing AI 
today in our engagements with the important work of the National Security Council 
Staff and the National Science and Technology Council Select Committee on AI. 
This remains a larger Administration priority. On February 11, 2019, President 
Trump signed an executive order launching the American AI Initiative, a whole of 
government strategy for ensuring American leadership in this important field. I 
want to emphasize the importance of our partnerships with Congress in all areas, 
but with a particular focus on AI. The establishment of the National Security Com-
mission on Artificial Intelligence in the National Defense Authorization Act for Fis-
cal Year 2019 is one key example of this partnership, to which JAIC will serve as 
the DOD liaison element. 

The ingredients for JAIC’s success include: enterprise cloud adoption; world-class 
AI talent, particularly in areas that are scarce within DOD today such as data 
science and data engineering, machine and reinforcement learning, and product 
management; a workforce that is taking steps to become broadly AI-ready; strong 
partnerships with the Services, Combatant Commands, and other key components; 
a tight two-way integration with the critical work of USD(R&E); and energetic, com-
bined problem-solving enabled by bonds of trust with AI leaders in industry and 
academia. The final ingredient for success in cultivating and sustaining an ‘‘AI 
Ready’’ force for the future is culture: specifically, the need to become a more data- 
centric, computer science-literate, force conversant in the language of AI, and will-
ing and able to operate with a new kind of speed and agility. Finally, an unwavering 
commitment to ethics and principles. These are the table stakes in AI. 

DOD’s legacy culture and processes are particularly apparent in the challenges we 
encounter launching what can only be described as a startup within the Department 
of Defense. As we do so, we are incorporating lessons learned from other Depart-
ment activities that resembled startups in how they responded to urgent, compelling 
requirements across the Department—such as the Intelligence, Surveillance and Re-
connaissance Task Force, Joint Improvised Explosive Device Defeat Organization, 
and Project Maven. As we learned with Project Maven, there is no substitute for 
simply embarking on an AI project to gain critical hands-on experience, but we also 
acknowledge the importance of implementing more systemic AI education and train-
ing programs across the entire Department, at all levels. The Defense Innovation 
Board has been particularly helpful in charting a path forward in this area. 

All of this requires striking the right balance between top-down pressure and bot-
tom-up innovation. Adding funding and people will not by themselves spark the nec-
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essary level of institutional change, at least not until we have a broader and deeper 
foundation of people—especially within all of the military Services—who understand 
how to operationalize and accelerate the AI pipeline. 

AI will change the character of warfare, which in turn will drive the need for 
wholesale changes to doctrine, concept development, and tactics, techniques, and 
procedures. There will be a need for much more experimentation, at every level and 
in every domain. New operating concepts will depend on a greater understanding 
of what AI can (and cannot) help achieve. We need to accelerate fielding AI capabili-
ties across the joint force, and as we do so, we must validate, refine, and adapt oper-
ating concepts. This includes thinking about entirely new concepts centered on 
human-machine teaming, as well as the cognitive consequences of the widespread 
fielding of AI capabilities. 

The Joint AI Center will play a critical role in transforming the Department by 
delivering capability at speed to address key missions; establishing a common foun-
dation for scaling AI’s impact across the Joint Force; and facilitating AI plans, poli-
cies, and standards, including those that ensure we lead the world in the develop-
ment of AI solutions that are robust, resilient, ethical, and secure. We will attract 
and cultivate the expertise of a world-class AI team and an AI-ready workforce. 

The speed and scale of technological change required is daunting. However, the 
Department must embrace it if we are to reap the benefits of continued security and 
prosperity for the future. Our sustained, systemic approach accompanies a palpable 
sense of urgency. Ultimately, this needs to extend across our entire department, 
government, and society. 

I look forward to continuing to work with Congress in an ongoing dialogue on our 
progress in AI adoption, and the ways in which JAIC is being used to accelerate 
that progress. Thank you for the opportunity to testify this afternoon, and I look 
forward to your questions. 

Senator ERNST. Absolutely. 
Again, thank you, to our witnesses, for being here today. 
I’ll go ahead and start with the questioning here, and then, when 

Senator Peters—oh, here he comes—when he returns—I’ll go ahead 
and start with my questions, and then, Senator, I’ll turn it over to 
you. 

Again, thank you very much. This is a very interesting topic, and 
I think we can learn a lot from the discussion today. 

To all of our witnesses here, if you could share, how are the AI 
efforts in R&D coordinated among DARPA, JAIC, and the services? 
General Shanahan, you had mentioned the synchronization of AI 
activities, and you had mentioned R&D. If you could all share, how 
do you synchronize that information? How do you share that infor-
mation? What are the best techniques in doing that? 

Dr. Highnam, if we could start with you, please. 
Dr. HIGHNAM. Whenever DARPA starts a research program, 

there’s a development of use cases. We seek to understand: If we 
succeed in that program, who cares, who benefits? That means that 
our program managers are out, talking inside the services all the 
time; in fact, across the national defense establishment, writ large. 
There’s the natural inbuilt connection before we even start, before 
we even agree to start a high-risk activity. That’s true whether it’s 
hypersonics or quantum or AI. This is normal business. 

Now, in fields like AI technologies, which are software tools with 
a lot of tail to them—sustainment, deployment tails—I personally, 
as an R&D guy, am really happy to now have the JAIC sent up 
as a partner to take on that 6–4 and on, that engineering, deploy-
ment, sustainment tail, because I expect it will make transitions 
into practice a lot—not simpler, but more straightforward. I fully 
recognize just how much hard work General Shanahan and his 
team are going to have to do to make that end of the business hap-
pen. 
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Senator ERNST. Absolutely. Thank you. 
Mr. BROWN. Senator Ernst, the most important area for us to col-

laborate with is JAIC. As I’m sure you recognize, DARPA has a dif-
ferent timeframe in mind that we all benefit from, being longer 
term. DIU’s timeframe is 24 months or less, so we aim to get com-
mercial companies on contract within 60 days, and then a proto-
type fielded within 2 years. In software, we’re trying to go faster 
than that, a year to 18 months. 

In coordinating projects, our strategy with JAIC, which I’m very 
pleased to be in partnership with General Shanahan, is, we’ll go 
out and look at what’s successful commercially, including vendors, 
and then, if we prototype something successfully, we’re the trial, 
and we want to scale it. Then we start working with JAIC for 
what’s the infrastructure we need and how would we make that 
available to all of the services. For example, we’re working together 
now to get a vendor that we have worked with on prototype to get 
a production contract that will be with JAIC so any of the services 
can take advantage of that. 

For our project-base work, we also coordinate with the Vice 
Chairman of the Joint Chiefs. We have a quarterly meeting with 
General Selva, not just on AI, but our other projects, to make sure 
we’re doing things that make sense to joint forces. Then we have 
monthly meetings with each of the Assistant Secretaries for Acqui-
sition—so Army, Navy, Air Force, Dr. Jette, Dr. Roper, Hondo 
Geurts—to make sure that what we’re working on makes sense 
with their priorities. The last thing we want to be doing is a lot 
of independent projects that don’t have leverage—— 

Senator ERNST. Right. 
Mr. BROWN.—across the—— 
Senator ERNST. Correct. 
Mr. BROWN.—Department. 
Senator ERNST. Correct. Thank you. 
General SHANAHAN. Senator, while the number may vary de-

pending on who wrote it, I think, in fiscal year 2018, the number 
was 511 projects that had AI as their primary focus across the De-
partment. The question is, Are all those 511 projects towards a 
common end, in support of the National Defense Strategy? This 
question of synchronization is essential to where we’re going in the 
JAIC, and it comes down to governance and oversight. In section 
238 of the NDA [Naitonal Defense Authorization Act] actually di-
rects governance and oversight, for this very reason. 

We have a lot of work to do in this area. I would like to start 
by just getting our arms around all of the projects that will come 
out in fiscal year 2020, to understand the amount of funding, what 
the projects are for, not to threaten somebody’s budget. That is not 
the intent of the JAIC. But, we owe it to the Department and to 
the Hill and to the public to be able to account for all of those 
projects and the money that’s being spent. 

I take that very seriously. We’re still in the building phase right 
now for the JAIC, but we are in early discussions about what gov-
ernance looks like for the JAIC and, How do we bring all of us to-
gether to understand what are the projects going towards? A 
$200,000 research project at University of Michigan may be exactly 
what we need for a long-term insight into a particular part of au-
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tonomous vehicles. The question is, Do we know about it at a cen-
tral level so that the Secretary and the Deputy Secretary of De-
fense are comfortable about what the Department is doing in artifi-
cial intelligence? 

We take this very seriously. As Dr. Highnam said, we’re also in 
discussions, just between DARPA and us, on, Where is that transi-
tion from DARPA, ready to field, over to the JAIC? We are in early 
conversations of that. We don’t have programs identified yet. 

Senator ERNST. Very good. Well, I appreciate that. 
Going back to what Dr. Highnam said is, of course, Who cares 

and who benefits? I think, bottom line, that is a great way to put 
it. If you’re not sharing information and going through that syn-
chronization, who cares and who benefits? We don’t really know. I 
appreciate that very much. 

Thank you. I will step out. Ranking Member will take over the 
meeting. 

Thank you. 
Dr. HIGHNAM. If I may, one go-back on that. In all of our re-

search programs, we also seek transition of the technologies that 
come out. We don’t just do the research. This is Defense. We’re 
pushing it. We seek transition agreements with the end users, 
wherever they may be, in the services or in the IC [intelligence 
community]. 

Senator ERNST. Thank you. 
Senator PETERS [presiding]. Thank you, Madam Chairwoman. 
I think I want to—I’d like to pick up a little bit, Mr. Brown, on— 

you were discussing the commercial sector and how we’re reaching 
out to the commercial sector to be bringing in a lot of this tech-
nology. Certainly, that’s what we’re seeing—probably some of the 
most exciting advances are happening outside of the DOD, in the 
commercial space, and, because of all the applications from the fi-
nancial industry, to banking to insurance to automobiles—I mean, 
all of that is going to be transformed in significant ways from arti-
ficial intelligence. 

But, it’s important for the DOD to be able to bring that in and 
use it effectively. There are a number of factors that usually, I 
think, stand in the way of that happening, from our very cum-
bersome procurement process, to say the least, that we have, that 
scares companies away from being involved with the Federal Gov-
ernment, to a slow and often late budget process that we have 
here. There are enhanced security reviews. I mean, there’s a long 
list of challenges. That’s what I’d like you to elaborate on, as to, 
What challenges do you envision, as we try to adapt some of these 
commercial applications into military use? Then, General 
Shanahan, if you’d follow up on Mr. Brown’s comments. Dr. 
Highnam, too. 

Mr. BROWN. So, Senator Peters, you’re exactly right. I am bene-
fiting from the wisdom of folks who came before me in setting up 
the Defense Innovation Unit, because we largely address, by how 
we were formed, some of those constraints that you talked about. 

First, procurement process. We have set up a special solicitation 
process. It’s open—anyone can respond—where we do not start 
with a list of detailed requirements assuming we know how indus-
try should solve a problem we might have in DOD. But, we start 
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with something very simple—sentence or paragraph, saying, ‘‘This 
is the problem we’re trying to solve. What can you offer us that will 
help address that?’’ That gets us away from, again, very detailed 
requirements to seeing, What does the commercial sector offer? 

Then we try and move at commercial speed and commercial 
terms, meaning we don’t have onerous requirements for IP [intel-
lectual property], and we don’t take companies through something 
that is unfamiliar to them. We’d like them to view DOD and gov-
ernment as just another vertical as they look at other commercial 
segments they want to pursue. Again, commercial terms and speed 
are important for us there. Because our mission is, How do we ex-
pand the national security innovation base? How do we get more 
vendors working with us? 

Then, as it relates to the budget process, that’s something that 
we are looking at now. How do we ensure that there’s a transition 
if we successfully prototype a use case? How can we move quickly 
to get that fielded? We have to use a variety of techniques. Some 
of them you’ve helped establish, like the Rapid Innovation Fund. 
Fortunately, in the AI sector, that’s made much more easy with the 
partnership with JAIC, because now we’ve got infrastructure, folks 
who can help make this available to the rest of the services. We’ve 
talked about the contract that we’re working right now, production 
contract being one we’ll be able to draw from. 

As it relates to security, we try and move away from classified 
use cases and translate those to a commercial problem. We try and 
work almost exclusively in an unclassified realm. We’re conscious 
of those constraints, and we have ways to make it easier for com-
mercial vendors to work with us. 

I think another benefit is being able to work and access the tal-
ent, the ideas that come from the folks in the commercial sector, 
because we may not be able to track all the talent—it’s likely we 
will not be able to—in the AI fields within the Department of De-
fense. 

Senator PETERS. All right. Thank you. 
General? 
General SHANAHAN. Senator, the legislation is clear: 

commerciality, first and foremost. For the 2 years that I worked in 
Project Maven, we took that approach. Now, there are always going 
to be some unique problem sets within the Department that re-
quire some in-house developments and in-house solutions, but we 
went with commerciality every time. I would say I was fortunate, 
fortunate in the form of a Marine Corps colonel who was an oper-
ator, an intelligence professional, but also a level-3 certified acqui-
sition pro, and he was able to work within the confine of the DFAR 
[Defense Federal Acquisition Regulations Supplement]. People are 
surprised that we use the DFAR to that effect. There are additional 
authorities we’ve been granted. I haven’t had to use them yet in 
the JAIC because we’re so new in the standup of the process. But, 
there are ways to work the system, thanks to—as Michael Brown 
just said, the existing solutions are already out there in commercial 
industry. As I get further into standing up the JAIC, what I’m 
looking for, as many arrows as possible in the quiver of acquisition 
and contracting, able to pull for a different situation on any given 
day, whether it’s an other transaction authority, commercial serv-
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ice, or just using straight-up DFAR. But, it’s not easy to do it, but 
there are ways to work within the system, and we do put 
commerciality at the beginning of every project. 

Senator PETERS. You say that it’s not easy, but there are ways. 
You believe that you have the authorities that you need, at least 
at this moment? Or is there more that this committee—— 

General SHANAHAN. I do believe, at this moment, we have the 
authorities we need. 

Senator PETERS. Okay. 
General SHANAHAN. I reserve the right, 1 year into this, to come 

back and make a different case. 
[Laughter.] 
Senator PETERS. Yeah. Duly noted, General. 
Dr. Highnam, did you have anything to add? 
Dr. HIGHNAM. Yes. From the research aspect, looking at our in-

vestments in fiscal year 2018, about 50 percent of our AI research 
investments were industry, about 14 percent were small business. 
We have a very large coverage of picking up and driving the devel-
opment of the best ideas. About one-third went to universities. 
Those are the sources. 

For us, as we look ahead to technologies coming onboard, matur-
ing them, and, to the examples they gave earlier, reducing the brit-
tleness and just catering towards the engineering front needed for 
large-scale military deployments, we’re addressing rigor, making 
sure they work, robustness. Second-wave technology is applied ag-
gressively to defense applications. Then creating and proving out 
the third wave of technologies—of AI technologies—again, creating 
them not from whole cloth, but from working with the companies 
and working with the schools to do that. 

Senator PETERS. Great. 
Thank you. 
Senator Shaheen. 
Senator SHAHEEN. Thank you all very much. I’m sorry I missed 

your testimony earlier. 
In 2017, China laid out plans to become the leader in AI by 2030. 

What’s our strategy to make sure, (a) that doesn’t happen, and (b) 
that we are the leader, as opposed to China? 

Mr. BROWN. I’ll take a crack at that. This is obviously much 
broader than a Department of Defense strategy. I think we know 
well how to win a tech race, because we did it quite effectively the 
last time we were involved in one with the Soviets in the Cold War 
and afterwards. It starts with, What are doing to invest in our-
selves? All the breakthroughs that Silicon Valley is benefiting from, 
even today in our economy, as we look at some of these software 
IPOs [initial public offerings]—Uber, Lyft, AirBNB—have come 
from federally funded research. I credit DARPA and the other parts 
of the Federal Government that create those breakthroughs—Inter-
net, GPS [global positioning system], miniaturized electronics, et 
cetera. I think it starts with what we do in federally funded re-
search, education. What we did to focus on engineering and science 
after Sputnik, need to do that again. Then the national purpose. 
What we have now with the executive order, how do we build on 
that to create a common purpose about this being important? My 
concern would be that—How many Americans know about the na-
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tional order on artificial intelligence, and how many young people 
are we reaching to inspire that this needs to be their mission? Be-
cause this technology race, especially on AI, is going to be 
multigenerational. It’s not going to be lasting one administration, 
or two. We’ve got to get the national purpose behind this to sup-
port, then, what we can do to leverage that in the Defense Depart-
ment. 

Senator SHAHEEN. Well, that raises the next question, which is, 
Are we doing that? 

Mr. BROWN. Well, I think you could always say we could be doing 
more. 

Senator SHAHEEN. Okay. What more should—— 
Mr. BROWN. There’s no—— 
Senator SHAHEEN.—we be doing? 
Mr. BROWN. There’s no time to waste in this race with China. 

They have—— 
Senator SHAHEEN. So, what—— 
Mr. BROWN.—some advantages, in terms of, today, probably more 

patents that they’ve—there’s more startup activity, in terms of dol-
lars invested. But, the U.S. still has a lot of critical advantages, in 
terms of our education system, what we’re doing to actually pioneer 
things, in terms of hardware technology to advance AI, the tensor 
processing units, et cetera, the activities like DARPA is working 
on, with very long-term research in mind. I feel like the U.S. still 
has a lead there. We’ve just got to take more advantage of that. 
What makes us special in this race? 

Senator SHAHEEN. How concerned are we that, not only is China 
making this commitment, but that they’re stealing our intellectual 
property, which includes AI, and that we have not figured out how 
to adequately respond to that, I would say? You all may not agree 
with that, but that’s certainly my view. I don’t know who would 
like to answer that? General Shanahan? 

General SHANAHAN. Yes, Senator. To just carry on to what Mr. 
Brown was talking about earlier, it—this is not just a DOD ques-
tion—whole of DOD—it’s not just whole of government, it’s whole 
of society, it’s multigeneration to be able to build. If I look at bring-
ing in talent—AI talent into the JAIC, I can ask the services to, 
‘‘Give me your best AI talent.’’ There’s just not enough to go 
around. It will take decades to build this. This is, one, for the exec-
utive order on AI. It’s a start, but there has to be an implementa-
tion plan, which I know is coming. But, also, the National Security 
Commission on AI will lay out some of these very factors about, 
How do we do this as a society, everything from grade-school edu-
cation to military courses bringing in concepts of coding all the way 
from the very beginning? 

Now, to your other point, Senator, about intellectual property 
theft, every one of us has a concern about that. It’s been taken 
much more seriously in the past 2 years than I would have said 
5 years ago, beginning to understand the scope of the problem. Just 
using Huawei as an example, having a whole-of-government ap-
proach to convince people not to use that technology, because it has 
an entry point into places in China. This is something we’re work-
ing very hard at protecting our own systems, protecting our data. 
Without getting into any details in the project I worked on the 
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Under Secretary of Defense for Intelligence Project Maven, but also 
as we stand up the JAIC, is protecting our data, doing everything 
we can to make sure somebody doesn’t understand what that data 
is, how we built our algorithms. There is so much more than this. 
But, I believe the sounding board of what China is doing, just with-
in the past 2 years, is now making a difference. Much more to do, 
but we are taking a different approach than we were in the past. 

Senator SHAHEEN. Well, thank you. I appreciate that. 
I would argue that, as we look at the education system, that one 

of the things we should recognize is the importance of immigration 
to that, and that, as we look back over the last 30 or 40 years, that 
one of the things that has been so important to our system of high-
er education are those people from around the world, the best and 
the brightest. When we have a system that says, ‘‘We don’t want 
you to come here to college, and we want you to go home as soon 
as you’re done,’’ that’s not in our interest. I would argue that that 
needs to be part of our strategy, as well. 

Thank you. 
Senator ERNST [presiding]. Thank you, Senator Shaheen. 
Senator Heinrich. 
Senator HEINRICH. I want to start by thanking our Chair and 

Ranking Member for hosting this hearing. This is an incredibly im-
portant topic, and one which we all need to be, educating our peers 
about, because, as our guests today know, this is going to be a big-
ger and bigger piece of what we focus on in the next few years. 

I’m really pleased to announce that this week we are officially 
launching the Artificial Intelligence Caucus in the U.S. Senate. 
Along with Senators Portman and Schatz, Gardner, and our Chair 
and Ranking Member, we’re looking forward to trying to work to-
gether to strike that right balance in developing the technology and 
the policy so that academia or labs, private industry, and Federal 
entities like the ones we have testifying here today, can harness 
this to the benefit of the American people. 

AI is, as you said, really going to impact every sector of our econ-
omy, our society, not just the Department of Defense. I want to 
start with Lieutenant General Shanahan and thank you for your 
participation yesterday with the AI Commission. It’s my under-
standing that the services and other components in the Pentagon 
right now have been directed to coordinate with the JAIC, with the 
Joint Artificial Intelligence Center, regarding any AI initiatives 
that cost more than 15 million annually. Is that coordination hap-
pening? 

General SHANAHAN. Senator, it’s not fully in place yet. It is—— 
Senator HEINRICH. Okay. 
General SHANAHAN.—my intent, through governance and over-

sight within the JAIC, to put that structure in place, for the very 
reason that you said. We have to know what they’re spending it on. 

Senator HEINRICH. It all starts with knowing what we’re 
doing—— 

General SHANAHAN. Yes. 
Senator HEINRICH.—and then building off of that. Do you have 

the authorities that you need to be able to do this part of your job 
effectively? 
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General SHANAHAN. I’d say section 238 will grant those authori-
ties. If I feel like we need any other authorities, we’ll go back 
through the Department. But, I believe I have those authorities 
right now. 

Senator HEINRICH. As we look at this over the course of the next 
couple budget years, what should we be measuring the JAIC 
against, in terms of metrics, and by what timeline? 

General SHANAHAN. When we talk about the JAIC, in capability 
delivery, I’ll divide it up into product delivery and then the rest of 
the JAIC. Product delivery is, Are we delivering on the national 
mission initiatives and component mission initiatives? On the na-
tional mission initiatives, have we put results in place that are 
making a difference, with a return on investment? That won’t be 
an instantaneous measure, even with Project Maven, which has 
been going for almost 2 full years right now. The return on invest-
ment takes a while to measure in AI. As we talked about yesterday 
at the National Security Commission, this is transformational. 
When you feel the first sprint 1 algorithms, they are not game- 
changing, they’re designed for the operator to say, ‘‘They’re not 
good enough. Here’s what I need to do and get to sprint 2, and we’ll 
get to transformation.’’ But, we need to show that we are delivering 
capabilities. 

For the component initiatives, I need to give an incentive for the 
services and components to come to the JAIC. How do I do that? 
One, funding. Two, joint common foundation, or a JAIC common 
foundation. ‘‘I have data for you to use. I have tools. I have frame-
works. I have some cloud and edge services. I have a—I’m a place 
that—one-stop shopping,’’ which is a term that doesn’t always work 
as well as it sounds on paper. But, I need to give people an incen-
tive to come in to the JAIC, to help them accelerate their own AI 
initiatives. 

Yes, sir. 
Senator HEINRICH. Yesterday at the AI Commission meeting, I 

thought it was really helpful, what you said about the cultural na-
ture of this, and the multigenerational aspect of this. Talk about 
how we manage that. Because the people who manage it, yourself 
included, we’re not going to have the same intuitive access to this 
world that the people getting out of coding schools right now have 
today. How, as the Pentagon, do you manage this cultural transi-
tion within such a large organization? 

General SHANAHAN. Well, I would put culture and talent man-
agement at the top two of my priorities in trying to change the De-
partment in bringing artificial intelligence into it. As I said yester-
day, there is a combination of top-down pressure and bottom-up in-
novation. For the most part, I believe the bottom-up innovation ex-
ists. We have to give it an outlet, a vehicle to give people room to 
go out and try things new and different, allow them to fail, and just 
show that they have a different way of doing business, that we can 
listen to them. There are now new programs in some of the depart-
ments, like Kessel Run with the Air Force. There is more and more 
of a culture change beginning to happen, but it’s not part of the in-
stitution yet. What we have to do is institutionalize it. We have to 
give the top cover, in forms of resources, authorities, and policies, 
as well as going out and giving capabilities to people in the field. 
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One of the things I say is that, absent somebody getting to play 
with AI, it’s science fiction. They need—— 

Senator HEINRICH. Right, 
General SHANAHAN.—to see it, to smell it, to touch it and really 

see what it can and cannot do. And part of that is experimentation. 
It’s almost like a war period between World War I and World War 
II, where we can go out and actually experiment with these capa-
bilities. But, to do that, we have to develop the capabilities. It’s a 
little bit of a vicious cycle. We have to get capabilities in the hand 
of operators and analysts, try them out, wargame with them, try 
new operating concepts, and then figuring out what works and 
doesn’t work. That cycle is a little slow in getting going right now. 
When you ask about timeframe, I would say a year, in some re-
spects, in terms of delivering capabilities; 2 years to begin to say, 
‘‘Are we changing the Department?’’ As you heard from Colonel 
Cukor yesterday, we’re 2 years into this, and I would say not every-
body accepts the change—— 

Senator HEINRICH. Yeah. 
General SHANAHAN.—that’s coming. 
Senator HEINRICH. Great. Thank you, General. Appreciate it. 
Senator ERNST. Thank you, Senator Heinrich. 
I think we’ll go ahead and do a second round of questions. I will 

reserve my questions until the end so we can make sure that the 
rest of our Senators have an opportunity. 

Senator Peters, please go ahead. 
Senator PETERS. Thank you, Madam Chair. 
General Shanahan, there is a concern out there by many about 

the possibility that AI-enabled systems and autonomous systems 
will cross some ethical lines, especially in operational settings. I 
know that the DOD AI Strategy includes efforts to think about AI 
ethics and safety issues are you’re developing the systems. As you 
just said, you’ve got to get them out in the field, you’ve got to work 
them, but it probably makes sense to be thinking about this on the 
front end, as well, as we go forward. 

For the panel, here, if you could highlight for us what your big-
gest ethics-related concerns are for the possible use of AI systems 
by the military, and how you’re working to address them. 

General SHANAHAN. Yes, Senator. Every technology introduced in 
the Department comes with a question of the lawful, safe, and eth-
ical use of that technology. AI is not different in that respect. It has 
some differences, in terms of what you would call ‘‘explainable AI.’’ 
Is an AI making decisions based on data now instead of algo-
rithms—rules-based algorithms that have been programmed into 
it? We are thinking about this from the very beginning. 

Based on my work in Project Maven, I can tell you the algo-
rithms fielded are light years away from SKYNET and full autono-
mous weapon systems. But, we know we have to start thinking 
about the policy implications of that. If you were to ask where the 
highest temperature is outside the Department, it’s on the question 
of lethal autonomous weapons. Autonomy in weapon systems is 
governed by DOD policy today, and we are partnered, and the 
JAIC is partnered, with the Defense Innovation Board, who has a 
year-long project underway about AI principles for defense, doing 
open hearings, being able to hear from anybody that wants to come 
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in and talk about their concerns about the ethical, safe, and lawful 
use of artificial intelligence in DOD. I will tell you, it’s something 
we take extremely seriously. We will go at this, as we have done 
with other technologies, through a very rigorous and disciplined 
test and evaluation, validation, and verification process. We have 
not fielded an algorithm in Project Maven without having gone 
through that rigorous and disciplined process. As early as we are, 
and as brittle as those algorithms are, we put them through that 
process. If we start talking about full autonomous systems, that 
level of rigor and discipline will only continue to increase. 

But, in terms of what we are most concerned about is its per-
formance of algorithms. As Dr. Highnam said earlier, some of the 
algorithms have failure modes that we have to take into account. 
That DOD directive that I referred to, has several sections on what 
we have to go through in the Department to be ready to test and 
field technology that involves autonomy. 

But, autonomous weapon systems with artificial and general in-
telligence is what people seem to think is the worst case. I think 
of artificial narrow intelligence. Anything we field will be fielded in 
accordance with the Law of War, international humanitarian law, 
rules of engagement, and commanders’ judgment. I mean, these are 
things that we take into account for every technology, even more 
so because people don’t know all about the implications of artificial 
intelligence in a weapon system. 

Senator PETERS. Yeah. As you go through that process, you 
know, certainly, that’s encouraging, that that thought process is oc-
curring within your organization, but I think we have to also real-
ize that some of our adversaries may not be constrained by some 
of the same kinds of processes that we go through, and could 
present unacceptable risk to us, from a national security perspec-
tive, as well as the men and women who go in harm’s way facing 
autonomous systems that operate under a completely—set of rules 
than what we would think is appropriate here in the United States. 

I think that leads to my last point, and that’s thinking of some 
of these higher-level concerns and policy concerns of what we 
should be thinking about globally, in terms of these technologies. 
I know, when we were talking about AI, we often turn to technical 
experts and engineers. Often technical experts and engineers make 
comments about ethics. But, I have found that’s a somewhat nar-
row approach, and we’ve made those kinds of mistakes in the past. 
My sense is—are you and Dr. Highnam—are you also working with 
philosophers and ethicists and folks who think deeply about some 
of the moral questions associated with these technologies? Or 
should we be doing more? 

Dr. HIGHNAM. One, there’s always more to do. We had an AI 
colloquium last week, a DARPA colloquium. About 700 people 
there. One of the most interesting panels that we had was on eth-
ics, led by Richard Danzig, who used to be the Secretary of the 
Navy. Fascinating discussion. It’s very much a part of the technical 
discussions that are going on. We are looking at that. 

Now, within—wearing a slightly more technical hat, there are 
some issues, at the moment, that we are very concerned about, 
with a technical solution. One is the implicit bias. The field of data 
science and machine learning or machine training have significant 
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overlap. There’s a tendency among people who are human, as they 
build these systems, to pick datasets, to cull datasets, to uninten-
tionally put leads or, again, bias into how they’re doing things, 
which means a system could preferentially recognize Joe or Jane, 
based on—just because of the way it was trained. That’s a piece of 
the puzzle. We have research programs going directly against that. 
A large one underway now is understanding group biases. But, 
again, this is common to data science and machine training. 

The second area is about the deployment of technology when we 
don’t fully understand its failure modes, back to the point I made 
earlier. One of our programs, short autonomy, has a very inter-
esting premise, an important one. We have an autonomous vehicle, 
a flight vehicle, a ground vehicle. You can make it a lot more flexi-
ble in how it deals with unexpected conditions by adding some sec-
ond-wave AI technologies to the puzzle. A condition shows up, it 
adapts and makes changes. But, it’s—again, if you don’t really un-
derstand the failure modes, if you don’t have that assurance and 
sense, almost, of a cyber assurance that this is going to behave 
itself and operate within safe limits, then you put something on the 
street or in the air that’s—you really have to take a little—you 
have to think hard about before you do that. A lot of our research, 
again, is going into making technologies robust in that sense, as 
well. We have multiple programs—research programs addressing 
different aspects of this problem. It’s a very important problem. 

Senator PETERS. Great. Thank you. 
Senator ERNST. Senator Shaheen. 
Senator SHAHEEN. Thank you. 
Dr. Highnam, did I understand you correctly when you said: As 

we look at where AI is currently being developed in this country, 
about 50 percent of it is in large businesses; 14 percent, small busi-
nesses; and a third from universities? Was that—— 

Dr. HIGHNAM. It’s 50 percent in business, of which 14—so, 14 
percent, overall—— 

Senator SHAHEEN. Ah. Okay. 
Dr. HIGHNAM.—then 36 percent, larger businesses; 34 percent 

universities; and the rest in service labs, energy labs, and so on. 
Senator SHAHEEN. The rest is from the public sector—— 
Dr. HIGHNAM. Yes. 
Senator SHAHEEN.—then. 
Dr. HIGHNAM. Yeah. 
Senator SHAHEEN. If you think about past circumstances in our 

history, whether it was the Manhattan Project or putting a man on 
the Moon, can we analyze the sectors that provided that techno-
logical innovation, and figure out whether this is the right break-
down, in terms of where AI is coming from? 

Dr. HIGHNAM. The answer is certainly yes. It’s not something I’ve 
done. But, to comment on that, if I may, the—this is the research 
phase. We’re finding—these investments are not on systems that 
are in any sense deployable. 

Senator SHAHEEN. Sure. 
Dr. HIGHNAM. But, these are people—I’m finding them in indus-

try, with really good ideas, who propose to our research programs. 
Then, as much of this technology evolves, they publish some, they 
don’t publish some, depending on—— 
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Senator SHAHEEN. Right. 
Dr. HIGHNAM.—classification, and so on. But, a lot of the time, 

we want industry to make these technologies, as they are proven 
to work, to be commercial, to be incorporated into—— 

Senator SHAHEEN. Right. 
Dr. HIGHNAM.—other products that then the Department can buy 

back. I think that the days are gone when we can think about cor-
ralling hundreds of thousands or very large numbers of experts in 
such a hot technology area. We—this is normal—DARPA’s normal 
business mode, but I’m certainly going to take your question back 
for a look. 

Senator SHAHEEN. Well, I was just thinking about, How do we 
encourage more experimentation, more research? Thinking about 
small businesses. Small businesses create 16 times more patents 
than large businesses. 

Dr. HIGHNAM. Yep. 
Senator SHAHEEN. You know, two out of every three jobs are cre-

ated from small business. Are there ways we can incentivize small 
business to do more of that research and innovation that we’re 
looking at to provide the AI that we need? I would argue that one 
program that is there that helps do that is the SBIR program—— 

Dr. HIGHNAM. Yeah. 
Senator SHAHEEN.—Small Business Innovation Research pro-

gram. 
Dr. HIGHNAM. Two answers. One—I’m sorry, it was part of my 

preamble—one of the things we’ve done in our AI campaign is to 
set up something called AI Exploration. In that, we post a topic of 
interest. Anybody is given 30 days to respond. It’s typically schools 
and small businesses who do that. Then we award within 60 days 
after that. Ninety days from posting to award, up to a million dol-
lars per award, up to about 18 months in duration. We’ve invested 
about 45 million so far, since September, in this activity. Because, 
you’re right, this is a lot of the innovation, and this is us exploring 
in a space and giving them the grounds to do that. We’ve also re-
cently revamped our small business approach to align it directly 
with our research programs. We’re also encouraging moving di-
rectly to phase two. We also have an innovation accelerator, as 
well, to advise small businesses on how to take things commercial 
after they discover it, not just in AI, but across the board. 

Senator SHAHEEN. Are there other policy changes that we should 
be thinking about to promote—should we be encouraging more set- 
aside for SBIR programs? Are there other ways in which we can 
promote AI that we’re not currently doing? 

For any of you? 
Dr. HIGHNAM. We’re seeing an awful lot of smart small busi-

nesses come forward, teaming with schools, teaming with big com-
panies sometimes. Certainly those in the larger DARPA ecosystem 
understand how to work us. 

Mr. BROWN. I think this just emphasizes what you’ve heard from 
all of us, the need to work with commercial innovators in ? 

Senator SHAHEEN. Right. 
Mr. BROWN.—AI. I saw an interesting statistic that came from 

Congressional Research Service recently, that, in the 1960s, a third 
of the global R&D was U.S. defense-related, and now that number 
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is 3.7 percent. It just speaks to the need to look outside. I think 
what you’ve heard from all of us—DIU, that’s our mission, so of 
course you’d expect me to say that, but we heard it from Dr. 
Highnam, General Shanahan, that we want to work with these 
successful innovators outside, and bring that technology in, be-
cause, unlike the Manhattan Project working on one specific goal, 
AI is a horizontal technology that is infused in everything, or will 
be. That really speaks to the beauty of the U.S. capitalistic free- 
market system so that we can benefit from all that innovation hap-
pening across. I think our challenge is, Where do we pull that in, 
from a talent perspective, technology perspective, and proven use 
cases? How do those apply to the Defense Department? 

General SHANAHAN. Senator, it’s about messaging that—as been 
said, AI, unlike any other technology in the past, is been—the 
equation has been completely turned around as commercial and not 
government. The message of—the United States Government, not 
just the Department of Defense, has an interest in promoting AI 
from the smallest company up to the biggest company. With Project 
Maven, we had no favorites. Everybody was a player, smallest 
startup all to the biggest companies in the United States. But, get-
ting the message that we want the business, and if they have their 
intellectual property to work with the government on, we want to 
take that. 

What I don’t want to see is some of the best companies in the 
United States, some of the best intellectual talent we have out 
there being funded with VC [venture capital] money from places 
like China. But, if they have to go somewhere, and we’re not giving 
them an opportunity, that’s what’s going to happen. 

We have a role, I think. It’s a very serious role, is to commu-
nicate that we’re serious about artificial intelligence, we need the 
capabilities you bring to the table, and the three of us represented 
here from AI now to AI next, and Mr. Brown in between, sort of 
going out and doing the pilots and finding the right companies out 
there, that is a message we need to communicate. I think part of 
that, through the executive order on AI, but also the National Se-
curity Commission on AI that will come out with, I expect, some 
very weighty recommendations about a societal change in how 
we’re looking at artificial intelligence. 

Senator SHAHEEN. Well, thank you. I appreciate all of those re-
sponses. 

If we’re going to continue to be competitive in the rest of the 
world, then this needs to be part of our strategy. If you’re correct, 
Mr. Brown, that in our system that unleashes all of this innovation 
in the private sector, then we should be able to win that competi-
tion. But, I think that there are policies that we need to put in 
place to encourage that, and we ought to think about which ones 
make sense to get where we want to go. 

Thank you all very much. 
Thank you, Madam Chair. 
Senator ERNST. Thank you. Absolutely. 
I will wrap up with just a couple questions. I do want to thank 

you for the discussion. We’ve covered a lot of territory, a lot of very 
interesting territory. I appreciate the discussion on ethics, as well, 
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with lethal autonomous weapons. I think that’s something that we 
need to fully vet and explore even more. 

But, what I’d like to do is turn back to the more mundane, every-
day uses of AI, if we can. General Shanahan, you had—I think, had 
mentioned some of those uses. Of course, we have companies, like 
Amazon and UPS and Walmart, and they do use AI for those back- 
office types of tasks that you had mentioned earlier. Can you walk 
us through some of those tasks and where we might be able to uti-
lize AI? Not big, sexy topics, but certainly if we can streamline the 
way we do business within the DOD, I think this would be helpful. 

General SHANAHAN. Yes, Senator. When you talk about smart 
automation, or, in the vernacular of the industry, ‘‘robotic process 
automation,’’ it’s not headline-grabbing, in terms of big AI projects, 
but it may be where some of the most efficiencies can be found. 
That’s the case if you read the dailies in industry, whether it’s in 
medicine or in finance. This is where early gains are being realized 
in AI. Some of the other projects we take on in the Department are 
probably years in the making of return on investment. These other 
areas, I think, will be much shorter-term return on investment. 

What we’re trying to do in the JAIC—when I looked at this just 
a couple of months ago, we weren’t even concentrating on this 
smart automation. I’m now trying to figure out how I stand up a 
small office just focused on that. I don’t see us leading that, but 
it’s leading others to find out how to incorporate these technologies 
into their back-office functions. 

I’ve already met with the Chief Management Officer of the De-
partment, as well as the Chief Data Officer of the Department, to 
have these early discussions. I’m convinced there will be lots of op-
portunities in back-office functions, finance being, I’d say, the first 
one to take on, to help augment people. I think people get very con-
cerned, right off the bat, about being replaced. There’s not enough 
people to go around, for the most part, so this is about augmenting 
people and being able to do much more work than they were able 
to do with the tools, which, in some cases, are far too old, manual, 
laborious. These are about how to—if you see the demonstrations 
of a bot versus a human doing the same sort of manual task, 
there’s no question who gets to the finish line first. 

Senator ERNST. Absolutely. 
General SHANAHAN. We’re early in this process right now. But, 

that’s one I’m very interested in taking. 
Senator ERNST. No, I think that’s really important. One of the 

big discussions that we’ve had, just in the last year, was the DOD 
audit, and how do we arrive at a clean audit through such a 
large—what I describe as a large, you know, animal. Is it practical 
to look at an application like that? Would it be helpful to guide us 
towards a clean audit? 

General SHANAHAN. I’d say the answer to that is yes. Scoping it 
will be the challenge, is finding out how big this is to go after the 
audit. But, I know the Chief Data Officer, Michael Conlin, is look-
ing at applications like this. There are big decisions made in the 
Department with data done in a very manually intensive way. If 
those decisions can be made faster and better, that, of course, is 
something that the leadership of the Department is interested in. 
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The answer to your question is yes. It’s a question of under-
standing the scope and the scale of doing it. 

Senator ERNST. Very good. 
Of course, the inventory purposes, acquisition, program spending, 

you name it, I think that AI can help in those areas. It has been 
mentioned, maintenance, as well—predictive maintenance on 
equipment and aircraft, so forth, would be very helpful, as well. 

General SHANAHAN. Senator, if I may just add on to the point. 
Whether it’s smart automation or predictive maintenance—as we’re 
finding very early, the problems themselves are not massive, but 
the lessons learned are what we’re really catching on to. 

Just one use case of a helicopter, seemingly simple. But, every-
thing we’re learning about data management, which would be no 
surprise to anybody in industry who’s dealing with artificial intel-
ligence and machine learning. But, those are what we’re trying to 
collate and bring up to a higher level for the Department about un-
derstanding what different standards, policies, authorities need to 
be in place to make this happen against all the different aircraft 
in the Department of Defense. 

To your other point about—I call it a flywheel effect. Once a few 
people begin to understand what smart automation does, it will 
catch on. But, nobody believes it yet, because they haven’t the ben-
efit of actually seeing it work. 

Senator ERNST. Absolutely. 
General SHANAHAN. But, that’s what we have to do, is—we have 

to show—it’s the show-me piece. We have to have people believe it’s 
real, and not just science fiction. 

Senator ERNST. Absolutely. 
With that, I will go ahead and wrap up this hearing today. I do 

want to thank the members of our panel for being here. The 
flywheel effect, it starts here, as well, in Congress, and making 
sure that we are educating others on artificial intelligence and the 
applications for our DOD. 

Thank you, again, to the witnesses for being here and for edu-
cating us on what your jobs entail and how we can better use arti-
ficial intelligence. Thank you, gentlemen, very much. 

This concludes the hearing of Emerging Threats and Capabili-
ties. 

[Whereupon, at 3:53 p.m., the Subcommittee adjourned.] 
[Questions for the record with answers supplied follow:] 
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QUESTIONS SUBMITTED BY SENATOR JONI K. ERNST 

AI TO IMPROVE PROCESSES 

1. Senator ERNST. Dr. Highnam and Mr. Brown, how can DOD [Department of 
Defense] use AI to improve its business and back office processes to save money for 
readiness missions? 

Dr. HIGHNAM. There are many commercial companies offering AI-based solutions 
for business and back office processes. However, the implementation, customization 
and deployment effort for such a project is complex and subject to schedule and per-
formance risks. Back-office operations have been studied in-depth for decades, and 
many sophisticated computer algorithms are routinely used in currently deployed 
enterprise solutions. Nonetheless, an AI technology system requires a software layer 
that captures user actions and business processes in a computer-readable form. To 
be successful, AI methods must access disjoint databases and combine financial re-
ports with computer-interpretable information about human decision processes. A 
graduated approach to adopting AI techniques would first automate repeatable proc-
esses while also capturing human responses to nonstandard situations. Computer- 
readable information about human responses would then provide the data required 
to test if and when AI methods might further improve business processes. Offerings 
claiming to provide value through the application of AI technologies should be vet-
ted thoroughly and their life-cycle-costs analyzed and compared to best practice in 
the commercial world and to current solutions. Superior solutions would both enable 
end users to automate repeatable processes and learn from user behavior to rec-
ommend courses of action for non-standard situations. 

Mr. BROWN. Based on routinely collected data, artificial intelligence (AI), data 
analytics and machine learning technologies are well-suited to make predictions to 
improve back office processes. For example, commercially available software for 
robotic process automation is the use of software with AI and machine learning ca-
pabilities to handle high-volume, repeatable tasks that previously required humans 
to perform. These tasks can include queries, calculations, and maintenance of 
records and transactions. 

2. Senator ERNST. Dr. Highnam and Mr. Brown, for example, can AI-enabled sys-
tems help DOD achieve a clean audit, better track inventory and acquisition pro-
gram spending, or assist in the personnel assignment process? 

Dr. HIGHNAM. The goal of an audit is to ensure compliance with a complex set 
of regulations. To achieve this goal requires extensive common-sense and organiza-
tion-specific knowledge. For example, a financial auditor must be deeply familiar 
with the Generally Accepted Accounting Principles (GAAP) and understand they 
should be applied to the organization in question. For the DOD, a thorough knowl-
edge of the Defense Federal Acquisition Regulation Supplement (DFARs) would also 
be essential. The application of such knowledge is well beyond current AI capabili-
ties. AI tools can assist auditors by enabling more rapid analysis of data relevant 
to the audit. For example, machine-learning systems can be trained to detect fraud-
ulent transactions. However, the use of such tools requires years of training and ex-
perience. The DOD may be able to achieve cost savings in audits through judicious 
incorporation of automated processes and AI technologies. Nonetheless, the DOD 
faces unique challenges related to scale, expiration of funds, and operational diver-
sity. It is unlikely that common commercial products will fully address DOD use 
cases without extensions or modifications. Graduated solutions should first advance 
the level of automation while providing a software foundation for future AI deploy-
ments. Finally, decades of research have produced well-established procedures and 
mathematical concepts for managing inventory, such as logistic regression for de-
mand forecasting and Economic Order Quantity estimation. Machine learning tech-
niques may potentially improve demand forecasts, but DOD should undertake a 
careful analysis of any AI-based solution to ensure that its lifecycle costs and com-
plexity do not exceed current solutions, without substantial increase in accuracy and 
timeliness. Similar caveats apply to other areas of business process automation, 
such as personnel assignment. 

Mr. BROWN. Although not a focus area of DIU at the moment, there are a number 
of commercially available data analytics platforms that make this information more 
visible. 

3. Senator ERNST. Dr. Highnam and Mr. Brown, what specifically have your orga-
nizations done to support AI for back-office functions at DOD? 

Dr. HIGHNAM. DARPA creates foundational AI components that generalize to a 
variety of application areas. DARPA recently engaged in a knowledge exchange with 
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DFAS and DISA to explore whether DARPA AI components might support back-of-
fice functions within the DOD. Several near term investments would need to be 
made to lay the foundation for future pilot testing and deployment of AI tech-
nologies from DARPA and other organizations. Specifically, the DOD would need to 
invest in a software layer that enables users to automate routine business processes 
and stores the actions taken by humans to address non-standard situations. Ideally, 
the software layer would connect disjoint databases and software tools in a manner 
that builds on users’ current workflows, captures an ontology of user actions, and 
stores relevant data in a computer-readable form. The software layer would provide 
a foundation for pilot tests, extensions, and rapid deployment of AI components from 
DARPA and other organizations. There will be a follow-up meeting between DARPA, 
DFAS, and DISA. 

Mr. BROWN. DIU has been working with a commercial solution on AF strategic 
planning choices to predict necessary POM inputs for given decisions. The use cases 
center around using integrated data (current and historical: budget; financial execu-
tion; manpower; personnel; and logistics/equipment) to identify 3rd, 4th and 5th 
order effects of a given planning choice. The intent is to improve fidelity in the stra-
tegic planning process, and understand quantitatively the likely outcomes on readi-
ness, manning, equipment needs, training impacts, and other weapon systems. 
There is both a quality and speed component to decision making. Using a tool in-
creases the throughput of decisions through the budgeting process, and provides 
more fidelity so senior leaders and analysts can ask the questions that will help 
them improve decisions. 

DOD TECHNOLOGY ACQUISITION 

4. Senator ERNST. Dr. Highnam, Mr. Brown, and Lt. General Shanahan, how does 
the DOD acquisition process delay the development and implementation of AI and 
other emerging technologies and what efforts have you taken to address this prob-
lem? 

Dr. HIGHNAM. DOD acquisition is often process driven, rather than mission driven 
like DARPA. The state of the art of emerging technology like AI evolves much faster 
than DOD acquisition timelines. For this reason, DARPA uses streamlined or rapid 
acquisition authorities to connect with the best people and technology at the speed 
of innovation. For example, DARPA has used ‘‘Other Transaction’’ authorities for 
decades because they allow flexibility and often faster results than traditional gov-
ernment contracting. Recently, DARPA launched the Artificial Intelligence Explo-
ration (AIE) program to execute forty-eight (48) separate Other Transaction awards 
totaling $45 million, for rapid feasibility studies of AI concepts lasting eighteen (18) 
months. To keep pace with industry changes, DARPA’s AIE awards had an average 
timeline of less than ninety (90) days from announcement to award. 

Mr. BROWN. DIU’s mission is to look beyond traditional DOD vendors and focus 
on the commercial technology community. To attract these commercial solutions, 
DIU developed the Commercial Solutions Opening (CSO) process in 2016, a three- 
phase, competitive merit-based business model leveraging prototype Other Trans-
action authority. This process has enabled DIU to focus on balancing speed, flexi-
bility, and collaboration to award prototype projects to leading-edge, dual-use tech-
nology companies that might otherwise not do business with DOD. A potential fu-
ture problem would be the length of time to get new vendors cleared to solve some 
of our problems. 

Lt. Gen. SHANAHAN. The Department of Defense’s acquisition process is still ori-
ented primarily towards materiel weapon systems rather than software develop-
ment. Modern software development requires a different process, with end-users 
providing feedback at every stage and developers continually refining the model 
after deployment. In pursuit of our mission needs, the JAIC is taking advantage of 
current regulations and policies wherever possible to implement proven iterative de-
velopment strategies for software and emerging technologies such as AI. Based on 
my previous experience with Project Maven, there is often sufficient flexibility with-
in the Defense Federal Acquisition Regulation Supplement (DFARS), but to navi-
gate the DFARS successfully requires government personnel with a commensurate 
level of experience and deep understanding of DOD acquisition and contracting reg-
ulations. Further simplification of existing regulations will be helpful. The JAIC is 
seeking to hire people with the requisite agile acquisition expertise while also re-
viewing a wide range of acquisition and contracting options designed to allow max-
imum flexibility and agility when pursuing commercial AI solutions. The JAIC will 
work closely with USD (Research and Engineering) and USD (Acquisition and 
Sustainment) on improving AI-related acquisition and contracting policies and au-
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thorities. Congress has been especially helpful in crafting legislation designed to ex-
pedite fielding commercial AI technologies. 

5. Senator ERNST. Dr. Highnam, Mr. Brown, and Lt. General Shanahan, have you 
faced any roadblocks in the Department to speeding up acquisition of these tech-
nologies? 

Dr. HIGHNAM. DARPA has not faced any roadblocks. DARPA consistently uses a 
wide variety of existing acquisition flexibilities granted by Congress, such as the 
‘‘Other Transaction authority’’, which we have used for decades. The Artificial Intel-
ligence Exploration (AIE) program was an example of DARPA using ‘‘Other Trans-
action authorities’’ to make forty-eight (48) awards with an average timeline of less 
than ninety (90) days from announcement to award. DARPA greatly appreciates the 
acquisition autonomy and flexibility that Congress and the Department grants us 
due to our unique R&D mission of pursuing breakthrough technology and avoiding 
strategic surprise. DARPA’s success so far has resulted from this autonomy and 
flexibility, and our future success depends on our ability to use a variety of special 
acquisition authorities to pursue innovative R&D. 

Mr. BROWN. DIU has had a beneficial partnership with Army Contracting Com-
mand—New Jersey (ACC–NJ) for contract execution, but reliance on contracting or-
ganizations with other primary missions has been unable to meet DIU’s capacity 
needs and higher DOD demand. In November 2018, the Office of the Under Sec-
retary of Defense for Acquisition and Sustainment (OUSD (A&S)) granted DIU au-
thority to execute ‘‘Other Transaction agreements.’’ In April 2019, DIU utilized this 
new authority to release its first solicitation, the initial step in awarding a prototype 
contract. 

Lt. Gen. SHANAHAN. Not at this point, although we acknowledge the risks inher-
ent in not taking full advantage of a wide range of acquisition and contracting prac-
tices that support agile development, fielding, and sustainment. During the JAIC’s 
initial standup in fiscal year 2019, to avoid incurring delays in each of our three 
primary projects, the JAIC has primarily taken advantage of existing contract vehi-
cles. As we prepare to scale operations in fiscal year 2020, we are using lessons 
learned from other DOD-wide AI projects such as Maven to create and combine a 
wide variety of new and existing contract vehicles, respectively, that will provide the 
JAIC and others in DOD with access to state-of-the-art AI technology and services, 
at the necessary speed and with the required agility. We will be prepared to request 
new or modified policies, authorities, and legislation as necessary. 

QUESTIONS SUBMITTED BY SENATOR MAZIE K. HIRONO 

ETHICAL CHALLENGES 

6. Senator HIRONO. General Shanahan, the ethical use of AI is an issue that must 
be adequately addressed before AI can be deployed in a widespread and meaningful 
way. Who within DOD is responsible for issues regarding the ethical use of AI with-
in DOD? 

Lt. Gen. SHANAHAN. Leadership in values and ethics is at the core of everything 
we do in the JAIC. The responsibility for the ethical use of AI will be widely shared 
across the Department, spanning system developers, trainers, leaders, end users, 
and more. The breadth of this shared responsibility is a recognition that many dif-
ferent communities within DOD have a critical role to play in getting this right. The 
JAIC will play a central role in helping craft policies, guidelines, and authorities re-
lated to the ethical, safe, and lawful use of AI technologies. This includes working 
with allies, partners, and international organizations on questions of international 
norms for AI, while precluding unnecessary restrictions on our development and 
fielding of AI capabilities. The Department is fully committed to the ethical use of 
AI from concept through deployment and sustainment. This includes ensuring suffi-
cient rigor and discipline throughout test and evaluation as well as validation and 
verification processes and procedures. 

7. Senator HIRONO. General Shanahan, are there separate efforts to address eth-
ical issues related to the uses of AI and the issues related to AI systems potentially 
generating errors or unwanted outcomes? 

Lt. Gen. SHANAHAN. The Defense Innovation Board (DIB) is developing principles 
to guide current and future AI research, applications, and activities as part of the 
AI Principles for Defense project. Upon completion of the project, the DIB will make 
a recommendation to the Secretary of Defense on proposed AI principles for defense, 
at which point the Department will conduct an internal review process on adopting 
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such principles. Additionally, a major component of DARPA’s ‘AI Next’ campaign, 
titled Explainable AI, focuses on enabling AI systems to explain their actions. 
Progress in ‘‘explainable AI’’ will help users understand, appropriately trust, and 
use AI systems in an ethical and safe manner. Prior to fielding any AI capabilities, 
the Department will ensure sufficient rigor and discipline in test and evaluation 
processes and procedures with particular attention to independent evaluations and 
assessments, errors, biases, and unwanted outcomes. This will include establishing 
dynamic feedback loops that take into account feedback from operational users on 
algorithm or model performance on deployed systems. 

PREDICTIVE MAINTENANCE 

8. Senator HIRONO. General Shanahan, one of the areas of focus for JAIC [Joint 
Artificial Intelligence Center] that seems particularly promising is predictive main-
tenance. The ability to improve readiness by limiting downtime with predictive 
maintenance could have a tremendous positive effect on maintenance efforts across 
DOD. What are the major hurdles to widespread deployment of predictive mainte-
nance AI within DOD? 

Lt. Gen. SHANAHAN. I agree that machine learning (ML) looks particularly prom-
ising in terms of augmenting, accelerating, and automating current maintenance 
practices. The JAIC funded predictive maintenance as one of its initial National 
Mission Initiatives because of the near-term opportunity to increase aircraft readi-
ness, aligning with the Secretary of Defense’s direction to improve aircraft readiness 
across the Department. However, one of the earliest identified challenges, which 
matches lessons learned from Project Maven and other previous DOD AI/ML 
projects, centers on data: its quality, accessibility, and relationship to ground truth. 
Existing maintenance data is often not at the level necessary for AI systems devel-
opment. Critical data elements are often missing, incorrect, or at too low resolution. 
Additionally, data inconsistencies exist across the Services for related systems. One 
of the JAIC’s roles will be to help develop and implement DOD-wide policies, au-
thorities, and governance designed to improve data readiness across the entire De-
partment. This will include supporting efforts to digitize end-to-end processes, from 
the back office to the tactical edge. 

9. Senator HIRONO. General Shanahan, where does DOD need to invest to widely 
deploy predictive maintenance? 

Lt. Gen. SHANAHAN. Predictive maintenance should be employed widely across the 
Department. AI-enabling investments in data generation, curation, data access, and 
maintenance are necessary precursors to enable predictive maintenance AI to be 
successful at scale. Data curation is one of the most important investments, along 
with needed requirements to improve data quality at the point of use. In the in-
terim, the JAIC is relying on AI and domain experts to conduct standardized post- 
processing of inaccurate and missing data. While our initial H–60 helicopter use 
case is relatively small, the lessons we are identifying in this project—particularly 
as they relate to data management—will be applicable to every future project in 
DOD. Investments in ontology, component standards, and use of a common infra-
structure are addressing challenges with data access. Shared ontology ensures a 
common data lexicon across the Joint Force—an important step toward scaling new 
AI-capabilities. The JAIC is supporting a number of ongoing standards-related ef-
forts including those led by the National Institute for Standards and Technology. 
If such data standards are established and uniformly adopted, then it will help DOD 
ensure future equipment procurements include government ownership of data need-
ed to efficiently apply AI analysis. 

10. Senator HIRONO. General Shanahan, will predictive maintenance AI be 
deployable at sea, where ships have traditionally been limited in computing power 
and communications bandwidth? 

Lt. Gen. SHANAHAN. The JAIC’s Predictive Maintenance National Mission Initia-
tive uses historical H–60 helicopter data. However, the Navy maintenance commu-
nity has already raised the challenge of limited communication bandwidth as par-
tially explaining missing data that is necessary for AI analysis. The Navy is work-
ing through the connectivity requirement between the Integrated Mechanical 
Diagnostics System (IMDS) and TRIAD shipboard servers to ensure maximum use 
of AI technology at the point of use. This is an area where the JAIC will work close-
ly with the Navy and Marine Corps to identify and address specific challenges re-
lated to deploying AI-enabled predictive maintenance solutions at sea or in any de-
graded, disconnected, intermittent, or bandwidth-limited environment. 
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QUESTIONS SUBMITTED BY SENATOR MARTIN HEINRICH 

COMMERCIAL INDUSTRY ENGAGEMENT 

11. Senator HEINRICH. Mr. Brown, I am aware that you have DIU [Defense Inno-
vation Unit] offices set up in Silicon Valley, Boston, and Austin. I’d like to make 
sure that AI startup companies, say in Albuquerque, Santa Fe, Des Moines, or De-
troit have the same opportunities to present their AI solutions for your problem 
sets. How should they go about doing so? 

Mr. BROWN. DIU is interested in getting the best commercial solutions from 
around the country and growing the national security innovation base. To date, we 
have received submissions from over 800 companies in 42 states and the District 
of Columbia. We post an Area of Interest (AOI) solicitation on our website, 
www.diu.mil, to which companies across the country can submit proposals. 

12. Senator HEINRICH. Mr. Brown, is New Mexico within your upcoming outreach 
efforts? If not, I would like to extend a personal invitation to visit New Mexico and 
meet with several cutting-edge AI companies. 

Mr. BROWN. Thank you for the invitation. We have recently met with your con-
gressional lead about our processes and opportunities to work with DIU. We have 
a number of companies that have responded to our AOIs. We will definitely look 
to visit New Mexico in upcoming travels nearby. 

THE CLOUD AND AI 

13. Senator HEINRICH. Mr. Brown and Lt. Gen. Shanahan, as you know, the cloud 
contract and process itself, JEDI, has received significant attention. In general, how 
important is the establishment of a cloud to supporting the deployment of future 
AI capabilities? 

Mr. BROWN. The establishment of a cloud solution to support the deployment of 
future AI capabilities is very important. Most vendors in the AI/ML space are mov-
ing toward cloud services to provide their most advanced capabilities, so it is a high 
priority to establish and migrate to cloud infrastructure to stay current with the 
vendor base. Large training data sets and substantial/scalable computational re-
sources are two core capabilities that enable effective artificial intelligence applica-
tions. Cloud solutions enable those datasets to be shared across geographically sepa-
rated commands, pooling together larger datasets. Cloud computing allows a far 
more efficient allocation of DOD capital, as the precise amount of computational re-
sources are spun up to solve the specific problem and no idle capacity is being paid 
for. 

Lt. Gen. SHANAHAN. Achieving the most effective results possible from AI-enabled 
technologies will depend on a future of enterprise cloud. The cloud provides massive 
and elastic compute power, lower latency, unlimited storage, and scalability. It will 
also enable local and global dynamic algorithm and model updates at the required 
speeds that will be essential to future multi-domain operations. The JAIC’s objective 
is to use AI to solve large and complex problems to ensure that the Services and 
Components have real-time access to ever-improving libraries of data sets, reusable 
tools, frameworks, and standards. This cannot be achieved without the foundational 
framework established by a hybrid solution of general purpose and fit-for-purpose 
enterprise clouds, in accordance with DOD’s enterprise cloud strategy 

14. Senator HEINRICH. Mr. Brown and Lt. Gen. Shanahan, is it possible to deploy 
AI capabilities without cloud or clouds in place? 

Mr. BROWN. Yes. Many of our prototypes are either ‘‘on premises’’ (non-cloud) de-
ployments, or hybrids that have both on premise and cloud elements. It is possible 
to deploy trained algorithms at the edge with a ‘‘train in cloud, deploy at edge’’ con-
cept of operations. Furthermore, it is also possible to deploy additional processing 
power at the edge with some of the more advanced hardware available from ven-
dors. However, the core benefits of AI/ML solutions come into play when we pool 
together many data sources in a common operating environment. 

Lt. Gen. SHANAHAN. It is possible to develop and field AI-enabled capabilities 
without a cloud. However, such ‘one-off’ solutions will limit the overall effectiveness 
of deployed capabilities—everything from training through inference at the tactical 
edge and dynamic updates to deployed algorithms/models. It is possible to deploy 
limited AI capabilities in traditional data centers and on-premise infrastructures; 
data centers are generally cost prohibitive and suffer from a number of other limita-
tions lowering the ability to achieve maximum effectiveness from AI technologies. 
AI deployment at scale requires the elasticity of compute and storage that is af-
forded by cloud computing, while also accounting for compute hosted on platforms 
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and sensors at the tactical edge. The full potential of an AI-enabled future depends 
on enterprise cloud that is optimized for AI, with sufficient backup measures in 
place to account for operations in degraded, disconnected, intermittent, or band-
width-limited environments. 

ETHICS AND SAFETY 

15. Senator HEINRICH. Dr. Highnam and Lt Gen Shanahan, how is the Depart-
ment of Defense addressing ethics and safety concerns surrounding military applica-
tions of AI? 

Dr. HIGHNAM. The safe use of AI technologies by the military and others is an 
important concern of AI researchers and practitioners. DARPA is addressing this 
concern in multiple research programs, including its Assured Autonomy program. 
The Assured Autonomy program is developing rigorous design and analysis tech-
nologies for continual assurance of learning-enabled autonomous systems to guar-
antee safety properties in uncertain environments. These include new techniques for 
modeling and system design, formal verification, simulation-based testing, machine 
learning, and safety-assured learning. The technologies being developed in the As-
sured Autonomy program will enable the DOD to more rapidly and efficiently deploy 
learning-enabled autonomous systems that can be trusted to operate safely in uncer-
tain environments. DARPA’s recent AI Colloquium featured an ethics panel with in- 
depth discussion of ethical issues relevant to AI in military contexts: https:// 
youtu.be/jSxCWLJt0wY. 

Lt. Gen. SHANAHAN. The Department continues it full commitment to the ethical, 
safe, and lawful use of AI. Leadership in values and ethics is at the core of every-
thing we do in the JAIC. One of the key pillars of DOD’s AI Strategy is leading 
in military ethics and AI safety. JAIC will support ethical implementation of AI by 
consulting with leaders across academia, industry, and the international commu-
nity; investing in resilient, robust, reliable, secure, and explainable AI systems; de-
veloping and improving policies that that consider technical strengths and limita-
tions of AI; and pioneering approaches for AI test, evaluation, verification, and vali-
dation. Concurrently, the JAIC will implement AI as required to maintain battle-
field overmatch in alignment with the national defense strategy. There is no inher-
ent contradiction between the ethical and safe integration of artificial intelligence 
across the range of military operations, and meeting the Department’s enduring 
mission to deter war and protect the security of our nation. Artificial intelligence 
is a critical capability to ensure we field a lethal, resilient, and rapidly adapting 
Joint Force. The responsibility for the ethical use of AI will be widely shared across 
the Department, spanning system developers, trainers, leaders, end users, and 
more. The breadth of this shared responsibility is a recognition that many different 
communities within DOD have a critical role to play in getting this right, although 
the JAIC will play a central role in helping craft policies, guidelines, and authorities 
related to the ethical, safe, and lawful use of AI technologies. The Department is 
fully committed to the ethical use of AI from concept through deployment and 
sustainment. This includes ensuring sufficient rigor and discipline in test and eval-
uation as well as validation and verification. Prior to fielding any AI capabilities, 
the Department will ensure sufficient rigor and discipline in test and evaluation 
processes and procedures. This will include dynamic feedback loops that take into 
account feedback from operational users on deployed algorithms or models. 

COMPONENT MISSION INITIATIVES 

16. Senator HEINRICH. Lt Gen Shanahan, you stated that you expect to see a 
rapid growth of Component Mission Initiatives, or CMI’s in fiscal year 2020. Can 
you talk more about why and what those new CMI’s will look like? 

Lt. Gen. SHANAHAN. Since the establishment of the JAIC, we have been inter-
acting closely with the military Services and other DOD Components to explore how 
the JAIC can support their requests for AI-enabled solutions to a wide variety of 
potential challenges. This includes working with them on potential future CMIs. At 
present, these range from operational planning through predictive medicine, identi-
fying individuals at risk of harming themselves, force protection, and information 
operations. We are further developing our internal JAIC governance framework to 
shape, prioritize, and recommend CMIs to ensure there are no duplicative efforts 
and to ascertain proper levels of support, from personnel resourcing to funding. Ad-
ditionally, the establishment of the JAIC Common Foundation (JCF) will enable us 
to better support CMIs in the coming fiscal year. 

17. Senator HEINRICH. Lt Gen Shanahan, does the budget request reflect the 
rapid growth of CMI’s you anticipate? 
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Lt. Gen. SHANAHAN. Yes. We anticipate allocating about $30 million to support 
six to ten CMIs in fiscal year 2020. Dedicated funding for CMIs will incentivize the 
services and components to rely on the JAIC while supporting the maturity of the 
JAIC Common Foundation (JCF), a crucial enabling capability for CMIs and Na-
tional Mission Initiatives (NMI). As the JCF matures it will become a repository of 
tools, frameworks, processes, and data to accelerate new CMIs throughout the DOD. 
We expect a growing demand for CMI support through fiscal year 2020 and beyond; 
the current fiscal year 2020 budget request is currently projected to accommodate 
all expected CMI support through the end of fiscal year 2020. 

COMPUTER SCIENCE AND RECRUITMENT 

18. Senator HEINRICH. Lt Gen Shanahan, you stated that in terms of AI, adding 
funding and people will not by themselves spark the necessary level of institutional 
change we need, and that we need a deeper foundation of people who understand 
the technology and computer sciences. Do you believe the Department currently 
prioritizes recruitment for computer sciences? 

Lt. Gen. SHANAHAN. There is more work to do in this area. Similar to the lessons 
learned across DOD over the past decade with the rapid growth of cyberspace, there 
is awareness the Department needs to accelerate efforts to grow, recruit, retain, and 
promote people with the kinds of skills necessary to thrive in an AI-enabled future. 
This is a multi-generational challenge, though there are a number of different near- 
and medium-term efforts that can begin to improve current shortfalls. These include 
targeted recruiting; recruiting incentives; introducing AI and coding principles in 
grade schools, high schools, and military entry-level education and training pro-
grams; retention bonuses; intermediate and advanced training throughout a career; 
exchanges with industry; and relying on commercial companies to accelerate the 
breadth and depth of AI experience across the DOD. The Services’ Reserve Officer 
Training Corps and Service Academies remain committed to producing future offi-
cers with strong academic foundations in computer science. Moreover, the Services 
collaborate with industry leaders to advance the essential skills needed by these of-
ficers in many technical fields. For the enlisted force, the Services primarily select 
individuals with related qualifications and train them internally for AI-oriented po-
sitions. Specialized tests are administered by the Services to identify individuals 
with an aptitude for assignment into computer career fields. Our civilian workforce 
also helps to meet the needs of the Department not fulfilled by military personnel. 
Concomitant with efforts across DOD to close significant gaps in AI knowledge and 
expertise, we need a whole-of-society approach to further develop a cadre of people 
with the requisite skills in AI and AI-associated fields. Absent such an approach, 
the DOD will continue to compete with industry, academia, and other government 
agencies for an extremely limited pool of AI expertise. It is vital to grow the entire 
base of expertise across society, rather than focus only on the very small pool of AI 
talent that already exists within DOD. 

19. Senator HEINRICH. Lt Gen Shanahan, what are your thoughts on establishing 
‘‘computer sciences’’ as a core competency within the military? (i.e., career tracks, 
mission specialties) 

Lt. Gen. SHANAHAN. Under Title 10 of the United States Codes the responsibility 
for training falls within the Services. Each Service reviews and updates their core 
competencies to best reflect the national defense strategy, changes in the oper-
ational environment, and available technology. Given the immediate need for sub-
stantially more expertise in AI and AI-related skills—from computer scientists to 
data architects, data engineers, system engineers and more—I am the strongest pos-
sible proponent for an approach in which the Services consider how best to rep-
resent this need in their core competencies. The JAIC will work closely with the 
Services, OSD, and DOD Components to propose and advance necessary authorities, 
policies, and legislation designed to grow a more qualified AI force. 

20. Senator HEINRICH. Lt Gen Shanahan, given how important STEM [Science, 
Technology, Engineering, and Math] is to your efforts, should there be someone in 
the Department entrusted with recruiting individuals specifically for that type of 
skill set? 

Lt. Gen. SHANAHAN. Each Service is best positioned to determine the optimum ap-
proach to meet their recruiting mission and training requirements. As the recruiting 
environment has become more challenging, I am confident, if deemed appropriate, 
each Service will consider other initiatives, including specialty recruiting, that will 
enable them to achieve their recruiting missions. I view one of the JAIC’s key re-
sponsibilities as helping the Services and other Components assess their AI work-
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force strengths, limitations, and shortfalls, and helping them craft strategies cen-
tered on AI talent recruiting, retention, and promotion. 

BREAKOUT OF DOD AI FUNDING 

21. Senator HEINRICH. Lt Gen Shanahan, the fiscal year 2020 budget request in-
cludes a $927 million investment in Artificial Intelligence, with money directed to-
ward the Joint Artificial Intelligence Center and Advanced Image Recognition 
(Project Maven). Can you please provide the breakdown on how the $927 million 
will be allocated? 

Lt. Gen. SHANAHAN. The $927 million is allocated among three major AI programs 
in DOD: Joint Artificial Intelligence Center ($268 million), Project Maven ($250 mil-
lion), and Defense Advanced Research Projects Agency (DARPA) ($409 million). (The 
overall budget for all DOD AI programs is classified and can be provided separately 
upon request.) The Joint Artificial Intelligence Center was established in June 2018 
to accelerate the delivery of AI-enabled capabilities. Project Maven’s efforts are fo-
cused on ISR full motion video and expanding to other areas that include high alti-
tude still imagery and captured enemy materials. Through its ‘‘AI Next’’ campaign, 
DARPA is developing advanced AI theory and applications making it possible for 
machines to adapt contextually to changing situations. 

22. Senator HEINRICH. Lt Gen Shanahan, one impediment to accurately evalu-
ating funding levels for AI is the lack of a stand-alone AI Program Element (PE) 
in DOD funding tables. As a result, AI R&D [Research and development] appropria-
tions are spread throughout generally titled PEs and incorporated into funding for 
larger systems with AI components. As the lead coordinating entity for AI, do you 
have visibility on the Department of Defense’s total investment in AI, including 
Services and components, and can you provide that breakdown to the Committee 
by PE and amounts? 

Lt. Gen. SHANAHAN. I agree that we need better visibility on the entire range of 
spending on AI and AI-related projects across DOD. The Department of Defense’s 
total AI funding was classified Secret by the Acting Secretary of Defense and can 
be provided separately upon request. Current procedures require the military Serv-
ices and DOD Components to coordinate with the JAIC on all AI-related projects 
over $15 million. For fiscal year 2020, we are relying on data calls by OSD–CAPE 
and USD–Comptroller to gather all AI-related funding information. DOD CIO will 
capture AI investments in the IT Budget starting in fiscal year 2021. Through up-
dates in policy and institution of DOD AI governance, Components will be mandated 
to enter their AI projects in the DOD portal to be reflected in the Select & Native 
Programming Data Input System for Information Technology SNaP–IT exhibit. 
These are necessary first steps towards gaining a more comprehensive under-
standing of all AI-related spending across the Department. As part of our evolving 
JAIC governance framework, we will propose new processes and procedures to en-
sure greater oversight of DOD-wide AI spending; this will include spending by the 
DOD components of the intelligence community. 

QUESTIONS SUBMITTED BY SENATOR GARY C. PETERS 

GOOGLE WORKFORCE OBJECTIONS TO MAVEN 

23. Senator PETERS. Lt. Gen. Shanahan, the decision by Google to pull out the 
Maven program raises many concerns. What is your assessment of why Google 
pulled out of the Maven project and what steps are you taking and what steps are 
these companies taking to ensure that we can work with the best minds in Silicon 
Valley on these important efforts? 

Lt. Gen. SHANAHAN. Google’s contribution to Project Maven was as a subcon-
tractor to a prime contractor. They were one of many subcontractors associated with 
the project and they had no direct contractual relationship with Project Maven or 
the JAIC. They completed their statement of work as subcontracted and publicly 
withdrew from future consideration of a potential subcontract renewal or extension. 
The decision was based on entirely internal factors and Google only provided to the 
government limited information as to the private business considerations of that de-
cision. It would be inappropriate for the Department to speculate as to the under-
lying rationale for that decision as private industry has the right to engage in con-
tracts as they see fit. Nonetheless, the Google/Maven issue underscores that the 
DOD needs to improve its efforts to acquire, configure, and deploy commercial artifi-
cial intelligence technology, which requires adapting to the culture and business 
practices of a new, more diverse group of industry partners. The vast majority of 
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current AI companies do not rely on DOD as a substantial part of their AI business 
model. Their employees may have different motivations and ethical concerns about 
engaging in national security work. Continued engagement and two-way trans-
parency with these companies are vital to maintaining our competitive military edge 
and ensuring the Department has access to the nation’s top technology and talent. 
We need to continue to message that the United States military is the most impor-
tant global institution for the preservation and expansion of widely-shared values, 
including privacy, liberty, and equality. Communicating the key messages that the 
benefits of AI-enabled technologies include enhancing protection of U.S. and allied 
forces, reducing the potential for civilian casualties and collateral damage, and sav-
ing lives. One of our key missions in the JAIC is to build and strengthen relation-
ships across U.S. AI technology hubs. The Department wants to work with those 
companies who will support the full range of DOD missions, while acknowledging 
that every company has an inherent right to rely on its own internal review mecha-
nisms to decide on whether and how to work with DOD on AI-related projects. 

24. Senator PETERS. Mr. Brown, I know DIU is trying to forge relationships with 
the private sector as well—do you see a way for us to work with private sector com-
panies who at the corporate or employee level has expressed concern about working 
with the Department of Defense on our toughest military challenges? 

Mr. BROWN. Transparent, open and frequent communications with industry, aca-
demia and the public will be critical to our success. DIU was designed to rebuild 
some of these bridges, develop new relationships and facilitate conversations that 
would have commercial solutions providers engage with the Department of Defense. 

VALUE OF LONG TERM RESEARCH 

25. Senator PETERS. Dr. Highnam and Mr. Brown, there is a lot of understandable 
and deserved interest in the great advances that the commercial sector is making 
in AI. I know that the automotive industry is making great strides in developing 
new AI-enabled systems to support driverless cars and intelligent systems in tradi-
tional passenger cars. But I think that the Federal Government and this committee 
can play an important role in creating the environment and funding the research 
for that commercial innovation to thrive. Can you describe the role that federally- 
funded and university research plays in supporting commercial sector and Silicon 
Valley innovation, and what more should we be doing at the federal level to con-
tinue that support? 

Dr. HIGHNAM. In terms of fostering commercial innovations in AI-enabled sys-
tems, DARPA has historically played the role of making pivotal early technology in-
vestments in high risk, high payoff technologies. For example, DARPA’s early in-
vestments in computer vision, machine learning, and autonomous control in the 
Grand Challenge and Urban Challenge programs spurred the development of tech-
nologies that led to the self-driving car technologies being pursued in the commer-
cial sector today. (DARPA’s earlier investments in the same technical areas in the 
early 1980s created the basis for the Challenges.) Given the growing role and impor-
tance of AI technologies in our daily life, fostering an even broader, more robust AI 
research ecosystem is an area where the Federal Government, including DARPA, 
can continue to play an important role by: 1) funding early stage research that in-
spires commercial application development; 2) funding academia to ensure a talent 
pipeline for commercial AI organizations; and 3) funding programs that address new 
or previously unrecognized research issues that often arise when technology meets 
real world deployments. 

Mr. BROWN. Galvanizing a generational investment in science and technology is 
one of the most important proactive steps we can take in a technology race to ensure 
we reinforce the best aspects of U.S. innovation and entrepreneurial behavior. This 
requires a foundation of leading science and technology development and a return 
to the technology prominence the U.S. enjoyed in the 1960s—developed as a re-
sponse to the previous tech race that we won. The nation, including the commercial 
technology ecosystems around the country, are still benefiting from the technology 
breakthroughs that came from this investment in basic science and research in the 
1960s and 1970s (internet, GPS, semiconductors, etc.). The field of AI and Deep 
Learning in particular has advanced through public challenges such as ImageNet, 
which was hosted by Stanford University and got teams to compete on building al-
gorithms to identify various images. DIU is building on this legacy with xView, a 
series of competitions that challenge participants to build algorithms applicable to 
human assistance and disaster response. The upcoming iteration of xView will chal-
lenge participants to build algorithms to do automated building damage assessment, 
which is critical in post-disaster environments. These challenges not only deliver 
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cutting edge capabilities to the department, but also spur research interest in areas 
critical to DOD. 

AI WORKFORCE 

26. Senator PETERS. Lt. Gen. Shanahan, for us to move forward in AI we are 
going to need a workforce, both in uniform and on the civilian side, that is capable 
of being a smart user, buyer, regulator, and researcher of AI systems. What steps 
are you taking to build that workforce and do you need any special hiring, pay au-
thorities or other authorities in order to compete for AI talent with the private sec-
tor? 

Lt. Gen. SHANAHAN. The JAIC is challenged with the hyper-competitive market 
for top talent, specifically our difficulty in offering more competitive compensation 
packages. One of the key attributes of the Cyber Excepted Service (CES) is the De-
partments ability to offer more competitive market based compensation packages. 
While CES resolves many of the key issues, CES does not resolve all the concerns. 
To that end, the JAIC would benefit from Congressional assistance in the following 
two areas: Relief for the current federal pay cap ($166,500; Executive Level IV). Au-
thorities to offer retention incentives internally to DOD employees. Specifically, we 
would benefit from the ability to offer incentives for DOD employees moving inter-
nally to the Department. Current authorities only allow for retention incentives to 
be given if the employee is leaving Government. 

NEED FOR GOOD DATA FOR AI SYSTEMS: 

27. Senator PETERS. Lt. Gen. Shanahan, AI and machine learning systems require 
data sets to learn from, and DOD often struggles in collecting, clean and useful data 
sets related to their challenges. AI and machine learning systems can only learn 
and be more useful if they are given raw material, namely data to process and work 
on to begin to better answer questions and perform required processes. But the gov-
ernment in general and DOD specifically has a reputation for not having good data 
on either its operational or back office systems and processes, and especially for not 
sharing that data with others. How is the JAIC working to create policies on the 
generation and sharing of data for AI systems to learn from and get better? 

Lt. Gen. SHANAHAN. Data is the fuel of AI. The Department recognizes that bad, 
dirty, or unshared data is a major impediment to implementing AI at scale. We need 
to move from a software-based to a data-first paradigm, refocusing on data as the 
product and establishing data-oriented architectures. With particular attention to 
designing AI-ready data-driven workflows. Over the past year, the Office of the 
Chief Management Officer and OUSD (Comptroller) have been collaborating to ex-
tract, standardize, and curate data from the Department’s operational and back of-
fice systems and processes. This data is now resident in the Defense Repository of 
Common Enterprise Data (DRCED) soon to be known as ADVANA. DRCED in-
cludes a detailed cost baseline of the Department’s Reform Lines of Business, com-
prising 75 percent of the Department’s unclassified budget. In addition to this 
catchment of data, DRCED provides users with a selection of tools for data wran-
gling, data analysis, and data visualization, and machine learning. As Project 
Maven demonstrated, and as we learned immediately with our initial two National 
Mission Initiatives (NMI), data management is one of the most resource-intensive 
and time-consuming aspects of the AI delivery pipeline. Success in any DOD AI 
project will rest on a foundation of good data management. We acknowledge the 
level of effort involved in improving DOD-wide data management; one of our key 
responsibilities within the JAIC will be to work closely with CMO and all other 
stakeholders to address and solve data management problems, and to serve as a 
central hub for helping the Services and Components do the same. This will include 
establishing standards, setting new policies, and providing the necessary authorities 
to begin to shift the Department in the right direction for future data management. 
For some systems, the processes are not yet ready for AI since they are not data- 
driven. We will work with our mission partners to design workflows that are data 
driven—where users visualize data to perform their tasks and record information 
during tasks. These systems can perform many task with many users across the op-
eration units—aggregating information for each task level. We are adopting a user- 
based design principal for all of our systems—where end-users are engaged in de-
signing, testing, and providing feedback so that the best AI-enabled delivery is pos-
sible. Once the user workflows are data driven, then AI can be added to augment 
the workflow. The JAIC will use tools, libraries, and framework resources provided 
by the JAIC Common Foundation (JCF) to build AI/ML to enhance the data driven 
workflows through our NMIs and CMIs. In addition, each NMI/CMI contributes to 

VerDate Nov 24 2008 11:01 Nov 04, 2021 Jkt 000000 PO 00000 Frm 00049 Fmt 6633 Sfmt 6621 C:\USERS\WR47328\DESKTOP\46003.TXT WILDA



46 

the data, models, libraries, and services in the JCF to be shared to the community 
at large 

RESEARCH COMMUNITY DATA 

28. Senator PETERS. Dr. Highnam and Mr. Brown, I imagine the research commu-
nity has challenges with accessing, maintaining, and sharing useful datasets, espe-
cially with respect to classified data. How do your research teams get the data they 
need to develop new AI systems and concepts and do we need to make any policy 
adjustments to make that more streamlined? 

Dr. HIGHNAM. DARPA AI research programs often need data that may be unclas-
sified or classified. In some cases, it may be possible for a new program to re-use 
existing data from other on-going or completed programs, and in some cases the new 
program may need to create new data. A special case arises when we need to gen-
erate unclassified synthetic data as a surrogate for classified real-world data in 
order to permit participation by researchers at universities. Separately, we antici-
pate that the recently established DOD Joint Artificial Intelligence Center (JAIC), 
with part of its mission to establish a common set of AI standards, tools, shared 
data, reusable technology, etc. will be a step towards improving accessibility of 
datasets to the AI research community. DARPA has a long history of working data 
issues and does not seek specific policy adjustments at this time. 

Mr. BROWN. For machine learning efforts to be successful, large volumes of data 
are necessary to train algorithms. Large datasets do exist, but there are challenges 
leveraging them for a variety of reasons—some of which are cultural, some of which 
are regulatory. While we have the obligation to safeguard unauthorized disclosure 
of data, we also have an urgent need to bring machine learning capabilities into the 
Defense Department. We would welcome more comprehensive data-sharing agree-
ments across DOD organizations to streamline data access challenges that often 
slow the development of critical technology. In addition, clearances pose a barrier 
to getting some of the best companies and people working on DOD’s most important 
problems. Efforts to streamline and accelerate the clearance process would be bene-
ficial. 

Æ 
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