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1 EXECUTIVE SUMMARY 

1.1 Introduction 

In the summer of 1995 JASON conducted its third study on the ARPA 

biomedical technology program. This study was devoted to ultrasound, fol­

lowing ARPA's decision last year to fund ultrasound research for combat 

casualty care at a level up to $35M over a period of five years. Proposals 

for these funds are due in September 1995, following the close of the summer 

study, and we neither saw nor judged the merits of any proposal to ARPA. 

Instead, we dealt with the technical issues in ultrasound, both for combat and 

civilian care, which are most likely to benefit from support from an agency 

like ARPA which is responsive to long-horizon problems requiring innovative 

technology. 

ARPA's Broad Agency Announcement (BAA) contains the following 

language: 

ARPA seeks proposals to develop the technology of medical ultra­

sonic imaging for improved diagnostic utility in forward echelon 

combat care... The primary technical target for this program is 

improvement in diagnostic utility of ultrasound images obtained 

by correcting for aberration in the propagation of the ultrasound 

beam in tissue. Technical issues to be addressed include one-aud­

a-half or two dimensional transducer array technology, electronics 
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for real-time adaptive beam forming, siglHtl processing to elim­

inate false targets, and the appropriate image display electron­

ics. Additional technical targets encompass three dimensional 

imaging and compact, low-power, portable imagers... For field 

portable imagers, a technical issue, beyond the transducer, elec­

tronics, and display, is an appropriate telemetry interface to al­

low rear echelon participation in diagnosis ... To the extent that a 

compelling case can be made for significant technical opportuni­

ties linked to important defense needs, alternate technical targets 

in medical ultrasonic technology development may be included in 

the program. 

It will be seen that the BAA addresses, among other things, two of the 

important technolo!:,'Y objectives identified in our earlier reports: means for 

adaptive image correction and the design and construction of two-dimensional 

(2D) arrays. Our report concentrates on these two issues, which are related 

in more than one way. 

Below we give an overview of the major issues (covered in greater depth 

in the main body of the report), and then our conclusions and recommenda­

tions. 
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1.2 The Ultrasound Community and Other Technol­
ogy Communities 

The ultrasound community concerned with technology has two compo-

nents, university (and other nonprofit) researchers, and commercial com-

panies. There is some, but not much, componentry development in the 

university community. Ultrasound manufacturers often have connections 

with university research groups which are allowed to use new commercial 

developments before they reach the market. The commercial sector develops 

products on the basis of near-term marketability and keeps quiet about its 

long-term in-house research efforts (about which we know little ). The result 

is that there are few non-commercial efforts to develop components, to work 

on long-horizon projects, or projects with some risk, either technically or 

in potential marketability. Nor is there much impetus from the traditional 

ultrasound funding agencies (NIH, NSF) to move in these directions. Many 

very good researchers in ultrasound are eager to move in new and possibly 

quite productive areas of ultrasound research, but little funding is available 

for advanced technology development, and sophisticated fabrication facilities 

are not available to university researchers. A number of other technologies 

may have much to contribute to ultrasound, but the workers in these areas 

are not familiar with the detailed problems of ultrasound. Most, if not all, 

of these technologies have been supported by ARPA; they include MEMS 

(micro electromechanical systems), imaging sonar, advanced processing, im-

age understanding, and knowledge-based systems. ARPA can playa major 

role in bringing about the appropriate techllology merger. In many cases, 
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this will call for teaming of these other AR.PA research communities with the 

ultrasound workers, since neither side is necessarily familiar with the difficul­

ties and opportunities of the other. But in some cases this gap may impede 

the communication needed to form good teams and ARPA may find it more 

valuable to let various technologies evolve independently provided that there 

is a reasonably clear path toward an ultimate merger benefitting ultrasound. 

1.3 Forward Echelon Medical Care 

The use of ultrasound in forward echelon medical care is not just a 

matter of trundling out a commercial machine. Several novel developments 

are needed, which will assist not only in civilian trauma care but will have 

other influences as well in traditional ultrasound arenas. Battlefield ultra­

sound images may require immediate interpretation by people who are not 

trained radiologists, perhaps medical corpsmen who must make decisions for 

emergency care without consulting an MD, or at best a non-radiologist MD. 

Improvement in cleaberration technology may well have its biggest impact 

for non-radiologist personnel. For combat medical care, these improvements 

must be coupled with enhancements in image understanding and knowledge­

based interpreters, which among other things may use edge-finding algo­

rithms, standard anatomic ultrasound maps for comparison purposes, au­

tomatic recognition of certain key diagnostic features for trauma, and the 

like. 

4 



There is a strong synergy between technology designed for aherration 

control and that designed for image understanding; for example, an orig­

inal aberrated image may be interpreteel by system software (l1ot people) 

to yield outline maps of areas of different sound speeds, the speeds being 

assigned a priori by a knowledge-based system which understands the differ­

ence between fat, muscle, etc. These maps may then be used by the system 

to deaberrate large-scale refractive errors and the result used as input to a 

different deaberrator such a.', a time-delay compensator. Trauma care also 

lends itself to the application of certain deaberration schemes which might 

seem unattractive in a non-emergency context: contrast agents may be in­

jected along with blood plasma or other medication and used as beacons for 

deaberration schemes like those used in astronomy. Such developments will 

have a major impact on civilian non-emergency ultrasound and will be useful 

to radiologists as well as other MDs. 

Finally, it goes almost without saying that battlefield care will require 

development of small hand-portable ultrasound equipment as well as more 

sophisticated and possible larger units which incorporate more of the tech­

nology we discuss. 

1.4 2D Transducers 

Current commercial off-the-shelf (COTS) ultrasound transducer arrays 

have about 100 elements in a line, with poor resolution in the direction 

transverse to the array line. Commercial companies are planning so-called 
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1.5D arrays with about 1000 element.s, in roughly 100 x 10 configuration, 

again with poor resolution in one direction (most.ly because the pixels are 

long and thin, averaging over the long direction). These arrays use the same 

physical pixels for both receive and transmit. We believe that the major 

breakpoint for 2D arrays, either filled or sparse, is at a size of lOOx 100 

with square pixels and equal resolution in both directions. Anything smaller 

is only an incremental improvement over planned commercial developments 

and will sacrifice resolution or sidelobes in one dimension. 

It is not necessary to colocate the ultrasound receiver and t.ransmitter 

or to use the same technology in both. In fact, there may he good reasons 

in deaberration to separate the two. For this and other reasons we believe 

it is worthwhile to investigate alternate technologies for receive arrays, not 

just conventional piezoelectric materials. 

Large 2D arrays bring about numerous problems which we believe are 

soluble but which will require some advanced technology: there are many 

more connections, electronics power dissipated in the transducer gets large . . 

(at least with conventional equipment), and signal processing must be done 

at high rates. Partly for these reasons several researchers are working on large 

but unfilled arrays, with many more pixel posit.ions on the array than t.here 

are active pixels. (Unfilled arrays improve resolution, but lead to increased 

sidelobes; the sidelobe problem is, however, manageable.) There are several 

ongoing ARPA-sponsored programs relevant here, notably on MEMS. 

6 



1.5 Deaberration 

While deaberration is a very active field, it is an interesting comment 

on its maturity that no commercial ultrasound equipment uses true adaptive 

imaging. There are two major approaches which do not depend on in-tissue 

beacons: time-delay compensation schemes, which use forward or backscat­

ter geometries, and inverse scattering or tomographic schemes dependent on 

gathering data along many lines of sight. The former are accurate in principle 

only if all the aberrators are very close to the receiver (but usably accurate if 

the phase aberrations are small or if the curvature of the wavefront is small) 

and the latter are likely to be impractical in real-world applications, at least 

at an attractive cost. (Some workers are developing methods, quite worthy 

of further investigation, based on limited angular diversity or redundancy of 

images. Such methods, when fully developed, may be a good compromise 

between single-aspect deaberration techniques and full inverse scattering.) 

There is evidence that the conditions for time-delay compensation are some­

times met in tissue, but lack of good 2D resolution degrades their utility. 

Schemes using point targets in tissue are considered to be practical only 

in specialized circumstances, but if injected contrast agents are used (these 

consist of resonantly-scattering point targets) such cleaberration ideas may 

become useful. In battlefield care contrast agents can be introduced along 

with blood plasma or other medication. A 2D transmit array with sufficient 

resolution could be used to focus the ultrasound beam on a bright reflector, 

such as bone. One idea which uses one or lllore bright point-like targets in the 
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tissue medium is of particular interest: time reversal allows one to focus an 

ultrasound beam on such targets, and may he useful in defining propagation 

corrections for sound paths passing near the targets. 

The old idea of compound scanning, or incoherent fusion of images taken 

from several aspects, has seen a limited revival in forming high-quality limb 

images for use in prosthesis manufacture. Deaberration with more sophis­

ticated algorithms may also require compound images, taken with separate 

receivers and transmitters. 

There are several areas in deaberration which deserve more attention. 

Little is being done about trying to deaberrate relatively large-scale (com­

pared to a wavelength) smooth variations in sound speed in a deterministic 

way, that is, by understanding the tissue medium's specific propert.ies on such 

spatial scales. At these scales it makes sense to make a preliminary image at 

low frequencies (0.5-1 MHz) which suffers far less from attenuation and has 

more relaxed processing requirements. There are few basic theoretical studies 

of the quantitative improvement in image quality that various deaberration 

techniques will produce, given a characterization of the aberrating medium; 

instead, there are many simulations and experiments, hoth in tissue and in 

phantoms (ultrasound targets of known aberration characteristics). Little 

is known about how deaberration schemes intermediate between forward or 

backscatter geometry and full inverse scattering would work in practice. Not 

enough work is being done on comparisons of (lifi'erent dmherrat.ion tech­

niques on the same target (tissue or phantom). It is important to note that 

adaptive acoustics for ultrasound is not a problem whose solution can be 
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carried over intact from other proulems of propagation in aberrated media, 

such as the atmosphere, ocean, or solid earth. The ultrasound tissue medium 

is strongly attenuating (more so at higher frequency), has strong reflectors 

and refractors, and requires its own special investigation. 

1.6 Tissue Characterization 

In ultrasound, much of the tissue characterization work is done with 

the same instruments used to make images, with their (usual) limitation to 

backscatter operation. It ha.'3 proven difficult to make crucial measurements 

such as attenuation constants of tissues, frequency dependence of the speed 

of sound in tissue, elastic constants, and the like by such means with high 

accuracy. In any case, tissue is variable from patient to patient and from 

one organ to another. Tissue characterization which attempts to aid clini­

cal diagnosis by absolute measurements of properties has not proven useful, 

but measurements contrasting tissue types in the same overall tissue sample 

could be quite helpful; these include looking for differences between collagen 

and muscle in the heart, as an example. A prognun of tissue characterization 

would include sonoelasticity studies, mode conversion studies, investigations 

at multiple scattering angles, and other studies which go ueyond the capabil­

ity of conventional ultrasound equipment. It is not clear to us whether tissue 

characterization is more useful as an input to cleaberration or in diagnosis. 
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This brief introduction should help to understand the following conclu­

sions and recommendations. Supporting technical detail is contained in the 

body of the report. 

1. 7 Conclusions and Recommendations 

1. The (non-commercial) ultrasound community is not developing the 

technology it needs to generate significant advances in ultrasound med­

ical imaging, in part because its traditional funding sources do not sup­

port technology development to a gTeat extent. Many current programs 

in ultrasound development are not sufficiently far-reaching and ambi­

tious, perhaps in part because the radiology community is not aware of 

the possibilities for improvement that we discuss here. These improve­

ments, if brought to fruition, will benefit not only traine(l radiologists 

but to an even greater extent non-radiologists who will be involved in 

forward echelon combat care. Several current ARPA programs are de­

veloping technology of high interest to future ultrasound enhancement, 

but the research communities in these technologies are not familiar with 

ultrasound. 

WE RECOMMEND: 

ARPA should take the opportunity to become the focus for both ad­

vanced software and hardware development in ultrasound, looking for 

sophisticated and possibly long-lead-time projects using MEMS, ad­

vanced processing hardware and software, OIl-array electronics, imag-
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ing sonar, and the like which may otherwise not be developed for ultra­

sound. There is little to be gained by ARPA's funding of ultrasound 

programs outside of such areas of advanced technology or in providing 

augmentation of funds for current ultrasound projects if those projects 

are likely to yield only incremental technology improvements. 

ARPA should look for ways to involve its image-understanding pro­

grams with ultrasound technology, so that even conventional ultra­

sound images (that is, without deaberration) can be better used by 

non-radiological medical personnel, especially in the context of battle­

field care. 

If the proposals received as a result of the BAA do not accord with 

the above recommendations, ARPA should issue detailed guidance to 

proposers which is designed to assist in bringing about the desired 

mergers of new and traditional technologies. 

2. Deaberration of medical ultrasound images is not yet a quantitatively­

understood subject, nor one which has made enough progress to war­

rant its incorporation in commercial equipment. Much current deaber­

ration research is done with commercial off-the-shelf (COTS) equip­

ment, which sharply narrows the horizons of the subject. There is 

little or no intercomparison of different deaberration schemes used on 

the same tissue sample or phantom. There is little work on adaptive 

acoustics schemes using in-tissue beacons. Deaberration theory tends 

to be limited to fnIl inverse scatterillg or tomography, and needs devel­

opments specific to medical ultrasound and its tissue medium. 
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WE RECOMMEND: 

ARPA should seek to fund a deaberration program going beyond incre­

mental changes to COTS equipment. The elements of such a prog,Tam 

might include: 

- Incorporation of image-understanding techniques to generate a 

low-resolution map of the imaged tissue, assigning appropriate 

sound velocities to different tissues for use as part of a deaberra­

tion scheme to control gross refractive and reflective aberrations. 

Separated transmit and receive transducers for gathering data at 

several angles. Developments should be sought ranging from a 

revival of compound scattering to more sophisticated deaherration 

schemes using phase and amplitude information. 

Consideration of beacon-based schemes, including variants of time 

reversal. Beacons may be generated by injected contrast agents 

(air-filled microspheres) or by confocal illumination of natural re­

flectors in the body. 

- A broad program in ultrasound deaberraticlll theory, which will 

necessarily differ significantly from other theories of propagation 

in distorted media (e.g., the ocean, atmosphere, or earth) because 

of the specific nature of the tissue medium being imaged. 

- Accompanying the theory program, simulations of the scattering 

physics with realistic tissue models (that is, computer generation 

of aberrated images) as test beels for arrays and deaberratioIl. 
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- A protocol for standardization and benchmarking of deaberration 

experiments, as well as of theory and simulations. 

3. 2D transducers are the holy grail of medical ultrasound technology, but 

current development plans of which we know fall short of what seems 

achievable in the next ten years. These planned arrays are too small 

(often because of what are thought of as nearly intractable interconnect 

problems), have pixel elements with poor resolution in one array direc­

tion, and are not matched with likely developments ill microfabrication 

and on-array processing hardware. Generally the planned arrays are 

combined transmit/receive based on piezoelectric transducers. Much 

better arrays can be built within the next 5-10 years. Possible systems 

range from low data-rate confocal-scan systems to full :3D imaging in 

a single pulse, with a range of intenne(liate schemes. Data-handling 

rates can be very high, especially if advanced deaberration processing 

is necessary, and may lead to image production in less than real time. 

We believe that a delay of a few seconds or so is tolerable if the images 

are considerably better than they are now. 2D arrays may allow for 

automated search for the best image (as ultrasound technicians now 

search by hand). It appears that even in favorable tissue environments 

where simple time-delay deaberration works, 2D arrays are needed to 

resolve and correct the aberrations. Data-hanclling at the receiver and 

high-speed processing elsewhere are essential and doable. 

WE RECOMMEND: 

ARPA should set certain goals for the development of 2D transducers, 

including: 
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- Arrays should be at least 100x 100, with square pixels, to get at 

least as good resolution in two dimensions as current linear arrays 

get in one, if the arrays are filled. 

- For better axial resolution, development of even larger arrays 

should be started, beginning with sparse arrays and working to­

ward large filled arrays. This will improve transverse resolution 

too, but for sparse arrays the sidelobe rejection will not be com­

parably improved. 

- While integrated transmit/receive arrays will always be useful, a 

program of separate receive and transmit arrays should be de­

veloped, for many reasons, including use in better deaberration 

schemes and possible use of different techniques either for sending 

or receiving ultrasound. These techniques include capacitive mi­

crophone arrays, atomic-force microscope or similar sensor arrays, 

and fiber-optic technology. 

- Development of on-transducer processing, including sample-and­

hold electronics, multiplexers, and multiple low-power analog-to­

digital converters to buffer the high data rates of large 2D arrays. 

- Development of off-transducer processing power, both application­

specific and COTS, for dealing with 2D signal processing and de­

aberration. 

- Beam-forming techniques should be developed to allow automatic 

or joy-stick- guided taking of images from multiple aspects with a 

physically-fixed array. 
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2 INTRODUCTION 

2.1 Deaberration 

Adaptive imaging, or deaberration, is needed and used in many media, 

notably the atmosphere, ionosphere, solid earth, and oceans. In each case 

the methods used depend essentially on the nature of the aberrating medium: 

its spatial/temporal scales, nature of scatterers, access to the medium or sur-­

rounding volume, possible point targets in the medium, dispersive, refractive, 

and reflective properties of the medium and its interfaces, and a;,tenuation. 

In these respects ultrasound is like no other medium, but exactly what it is 

is hard to pin down, in spite of much intensive work by good people. 

We begin our remarks on deaberration (Section 3) by reviewing what 

is known to us about these physical characteristics of the tissue medium, 

following on some introductory remarks in this direction made in our last 

year's report (JASON report .JSR 94-120). Some puzzling questions arise. 

For example, it is stated [1] that the total aberration phase shift across a 

typical linear array (128 elements) is less than one wavelength in certain 

tissue, yet similar tissue is reported to have Rayleigh-distributed amplitude 

fluctuations [2]. The former property is consistent with weak scattering, and 

the latter usually is not thought to be. However, amplitude fiuctuations in 

a tissue medium can happen because of the strong intrinsic attenuation of 

tissue which comes about via mechanisms not related to elastic scattering, 
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including viscosity and coupling to transverse or surface modes. These atten­

uation mechanisms can vary strongly as a function of position in the tissue 

and of frequency. More attention needs to be paid to this physical (as op­

posed to diagnostic) characterization of tissue; a good example of what can 

be done is the work of R.ose et a1. [3] 

Section 4 contains some remarks on deaberration in a hypothetical tissue 

medium which is consistent with, but not demanded by, the characteristics 

reviewed in Section 2. 

One of the interesting developments of the last few years in ultrasound is 

the idea of time reversal [4], in which a point target in the tissue (for example, 

a kidney stone) is insonofied. The aberrated return is sensed and then time 

reversed, yielding in practice a good focus on the target. (Attenuation effects, 

which interfere with time reversal invariance, can usually be compensate(l 

for.) In the presence of point targets of varying brightness, it is possible to 

iterate the basic process and find good focusses on each target as well as 

on the neighborhood of the target. Clearly there is potential use fix time 

reversal in deaberration if suitable point targets can either be found or made 

(with contrast agents or by sharp focusing of a transmitter beam on a good 

reflector). This subject is discussed in Section 5. 

2.2 2D Transducers 

The problems of making a large (say, gTeater than 100x 100) 2D ar-

18 



ray are well-recognized in the ultra,soullcl world: cOllnecting the channels to 

equipment outside the transducer module, processing the data at high rates 

if video-rate images are to be made, and dissipation of power from electron­

ics in the transducer module. If the transmitter and receiver are physically 

identical piezoelectrics there are power problems not only in transmission but 

in the receive electronics. 

In Section 6, we cover some ways of getting around these problems and 

of extending the use of large 2D arrays. Our notional system has a basic 

configuration modeled on an infrared bolometer array (we discussed the use 

of infrared array technology for ultrasound briefly in last year's report). The 

receiver and transmitter mayor may not be physically separate; if disjoint, 

the combined arrays can be used in multistatic arrangements for deaberration 

purposes and one is freed from the necessity of using piezoelectric material 

in the receive array. vVe discuss some alternative receiver concepts, including 

capacitive microphone arrays. We size the data rates and receiver electronics 

power requirements for two systems at opposite encls of the data-rate spec­

trum: one capable of capturing the complete time-dependent RF signal from 

everyone of the ten thousand or more pixels in each ultrasound pulse, and 

one operating confocally and picturing one voxel per ultrasound pulse. In 

the first case the data rates and receive electronics power are daunting, but a 

worthwhile goal for the ARPA program; in the second case the data rates are 

essentially trivial by today's standards, but it takes 2.5 seconds to make an 

image on a 100x 100 array. The second system makes use of track-and-hold 

circuits and multiplexers to time-divide the output data to fit the round-trip 

pulse travel time, and uses only 100 A/D converters. (This sort of technology 
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is already in place in a JPL project to develop a small cheap TV camera, 

discussed in another JASON report). One can envision many systems lying 

between these two extremes. 

One important consumer of power ill such large arrays are the AjD 

converters. Some AjD converters otherwise usable for ultrasound receivers 

dissipate power at the level of watts, which would make them unacceptable in 

large arrays using one A/D converter per pixel. But much lower-power A/D 

converters can be built and are in use; the .JPL TV camera cited above uses 

a total power of only 35 mw and has 17G AjD converters. Section 7 discusses 

some of the ways in which low-power AjD converters can be designed and 

built. 

2.3 What This Study Does Not Cover 

Given 0UI' limitations of time and knowledge, it is impossible for us 

to cover all of the interesting developments and prospects for ultrasound 

deaberration and large 2D arrays. This by no means implies that we find 

these subjects less interesting, or of lower priority in the AR.PA progTam. We 

give explicit mention to some of these concepts here, which are otherwise not 

discussed in detail. 

It will be important to develop image lln(lerstan(ling and knowledge­

based systems for ultrasouncl, both to assist in the t.echnical process of de­

aberration and to make ultrasound tissue images more accessible to non-
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radiologist medical personnel. Equally importallt will be the development of 

telemetry so that images produced by a lloll-rn.diologist can be immediately 

transmitted to an radiologist expert for interpretation. These issues will be 

of particular concern for battlefield front-line care, and have been supported 

by ARPA in the past; continuing attention to them is necessary. 

In 2D transducers we have paid little explicit attention to transmitter 

technology, but this is a subject of concern just as much as for receivers. 

One particular issue is the efficiency of piezoelectrics, which becomes more 

important as arrays get larger and need more power. There are many ways 

to split up the burden of providing adequate sidelobe rejection between the 

transmitter and receiver if these are not the same apparatus; these might 

involve different levels of sparseness or apoclizatioll. Sparse arrays, considered 

in themselves, are deservedly of much interest ill the ultrasound community 

now and need further research. 

Finally, there are a number of research areas, long pursued in ultrasound, 

which could support deaberration and/or diagnosis in various ways. These 

include sonoelasticity [5] and other elastic-mode studies; frequency-domain 

effects; and non-linear effects such as harmonic generation and coupling to 

transverse or surface modes. 
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3 OBSERVABLES IN ULTRASOUND IMAG­
ING 

3.1 Ultrasound Propagation In Tissue 

3.1.1 Introduction 

An acoustic wave impinging on a complex medium such as the human 

body from a specific direction undergoes refraction, diffraction, and scat­

tering on its way through tissue. To first. order, refraction is caused by 

sound-speed variability with scale sizes much larger than the Fremel length, 

scattering is caused by objects much smaller than the acoustic wavelength, 

and diffraction enters in the intermediate regime. Human body tissue at 

ultrasound frequencies has another important property that complicates the 

analysis: intrinsic attenuation that may vary strongly with position. 

Ultrasound may be compared with other applications in which waves 

traverse complex media. In particular, adaptive optics for ground-based 

telescopes has much in common. However, there are major differences in 

the two media that make transfer of adaptive techniques very questionable 

and require substantial research at this point. The differences are: 

• The intrinsic attenuation in the atmosphere is negligible, whereas in 

human-tissue ultrasound it is very high . 

• The fractional variation in index of refraction in the atmosphere with 
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scale sizes near the optical wavelengt.h is less than 11. percent, whereas 

in ultrasound it is measured in the tens of percent . 

• In the atmosphere the regions of diHering levels of turbulence are not 

separated by sharp interfaces, whereas the human body is separated 

into regions (bone, organs, muscle ... ) by sharp interfaces. 

In traditional ultrasonic imaging we are observing the backscatter cross­

section from each "voxel" (volume element). Our image consists of a dis­

play of the estimated backscatter cross-section on some surface through the 

anatomical part being observed. The image clepencls on the coherent ad­

dition of all the array elements, range gated to account for different travel 

times from the voxel. 

It is important to realize that a traditional ultrasound image is not re­

ally like a radar image. A radar is emitting into what is mostly empty space, 

and only a few objects (aircraft,) return any energy whatsoever. On the 

contrary, ultrasound is emitted into a space filled everywhere with backscat­

tering tissue of one kind of another, and with larger or smaller cross section. 

Therefore, the energy associated with a voxel has some contribution from 

many other voxels: so many others that even though each "wrong" voxel 

contribution is small, their sum is comparable to the total contribution of 

the "right" voxel. As a result, contrast ratio in ultrasound is intrinsically 

low. 

In order to deal with this low contrast, ultrasound depends on the use 

of the "confocal" technique. Each voxel is illuminated by the transmitter 
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focussing as best it can on that voxel. Then the return is observed in the 

receiver array. If this cOllfocal method were not used, ultrasound images 

would be useless. 

It is also important to note that often the strong returns in an ultrasound 

image are often unimportant; the weak returns carry the needed information. 

(For example, the blood flow rate in the heart is not as important as the 

changes in heart-wall thickness during a heartbeat.) 

A number of the points made in this section were also made in our report 

of last year [6]; this year we have more confidence in a number of statements 

because of discussions with more of the researchers in the field, and because 

of attendance at conferences on the use of ultrasound in medicine. We now 

discuss the overall phenomenology of effects on ultrasound propagation and 

scattering in human tissue. 

3.2 Large-Scale Variability 

Let us start with information about the large-scale features of tissue that 

are traversed with an ultrasound beam. This is a problem in tomography. 

Tomography has two aspects; these aspects are illustrated by applications in 

X-ray tomography (CAT scans) and ocean-acoustic tomography. In a CAT 

scan, the X-ray beam is known to follow a straight line through the medium, 

and the property of the mediulll being imaged is the ahsorption coefficient 

along that straight line. In ocean acoustic tomography, the meclium does 
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not absorb significantly, but the changes ill the souncl-speecl field cause the 

beams of sound (geometrical-acoustics rays) to move in space depending on 

the field of sound speed being hypothesized in the tomography algorithm. 

Those fields of sound speed are smoothly varying in space. In ultrasound, 

both effects are present, and in addition, the fields of sound speed are made 

up of large scale features separated by sharp interfaces. 

The large-scale features represent the boundaries between organs, mus­

cle, collagen, and bone. Present ultrasound systems assume that features of 

this sort don't exist; there is only a unifclIm sound speed with small-scale 

variability superposed. We consider it likely that a research program aimed 

at measuring the large-scale variability with tomographic techniques will al­

low the removal of significant aberration before moving down ill scale size to 

remove the effects of diffraction. The major hurdles to overcome in apply­

ing tomography to the ultrasound situation are two of the above-mentioned 

effects: large attenuation and sharp interfaces between large-scale features. 

We also want to emphasize that if these large-scale features are treated 

correctly, then the algorithms that come later ami which are expected to 

remove aberration due to small-scale variabili ty Illay work substantially bet­

ter. This is an important direction for research, and it is one that could be 

investigated in the beginning by the use of numerical simulations. 

We note some research done in the area that correctly associates what 

are labelled "artifacts" as coming about. because of refraction at sharp bound­

aries [2]. These studies comprise what wonl(l be ccl,lled "the forward prob­

lem" , and are anticipatory of tomogTaphy efforts to invert such measurements 
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for the actual interior structures. 

Because of the differences cited above, tomography will not simply be a 

translation of already-known techniques to the ultrasound application. Other 

media that use tomogTaphy have the characteristic that the large-scale vari­

ability is smoothly varying across the volume of interest, and a relatively 

small number of sources and receivers can be used to extract that variabil­

ity. In the ultrasound situation the boundaries between organs and between 

organs and bone are sites of substantial change in sound speed (tens of per­

cent) over a very small distance. Such boundaries not only prevent the use 

of smoothly turning geometric-optics rays, but t.hey also introduce reflection, 

which is not in evidence at all ill other fields. Therefore this is an area in 

which significant new research ne(~ds to be dOlle. The only area that has many 

of the same characteristics is seismic exploration. It. is possibly of int(~rest 

that the seismic-exploration field chooses to put its sources and receivers in 

a long line, so that each scattering point is viewed from a number of bistatic 

angles, not just backscatter. 

Another important research effort is combining CT scanning of the skull 

with ultasound imaging of the heaf!. The top of the head is a good place to 

start because the skull is particularly simple, so the removal of its large-scale 

effects seems promising. 
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3.3 Intermediate-Scale Variability 

A number of measurements have been made of the arrival-time varia­

tions over short length scales that are incurred in traversing tissue . 

• The variation in travel time through a 1.5-cm section of abdominal 

wall has been measured to he of order 50-100 n8 by one group [7], 

and up to 1 JtS by another [8]. Measurements across the female breast 

yielded similar results: ~50 ns by one group [1], but also some results 

with much larger variations of 1-2 ItS [D]. Measurements in liver tissue 

yielded small variations in travel time [8J. The wave period of 5-MHz 

sound is 200 ns, so that in t.he typical ultn'tsouncl applimtion at 3-5 

MHz these variations can vary from much less than to mnch gTeater 

than one cycle . 

• The transverse coherence length of this travel-time fiuctuation was mea­

sured as somewhere between 2 mm [10, 1J to 5-10 mm [7J . 

• The amplitude, or intensity, of the waves has heen measured to vary 

much more than expected from a weak-fiuctuation perspective. In very 

strong fluctuations the intensity of a wave that has traversed a random 

medium takes on a Rayleigh distribution [11], whose nns value is 5.7 

dB. Amplitude variations that have the Rayleigh character have been 

observed in at least two cases: one observecl a Rayleigh distribntion in 

the presence of large arrival-time flnctuations (1-2 11.8) [9], whereas the 

other observed large intensity fiuctuatiolls (5 dB nns) in the presence 
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of small arrival-time fluctuations (70 ns) [7J . 

• We remark here that the measurements cited above are mainly made 

with one-dimensional transducer arrays that average over one of the 

transverse dimensions. This average is taken over a length that is 

typically 10 mm. As a result much of the information provided may be 

misleading. One of our main recommendations is that two-dimensional 

arrays be built so that a true three-dimensional analysis may be made. 

We can now ask ourselves whether we can develop a picture of the tis­

sue inhomogeneities in the human bocly that can be consistent with these 

measurements. This was beg1Ul in last year's report [6], some parts of which 

we incorporate into this section for cOllvenience. 'vVe can remark first that 

the observations showing a Rayleigh ciistrilmtioll of amplitude while simul­

taneously having much less than a cycle of travel-time fluctuation cannot be 

understood in the context of a mediulll without intrinsic attenuation vari­

ations. Thus analogies with atmospheric adaptive optics must fail if those 

experiments are verified. 

However, it should be possible to develop a theory with intrinsic attenu­

ation variability using the same mathematical and numerical techniques that 

have been used in adaptive optics; the support of the development of such a 

theory is one of our recommendations. 

Suppose we reject those observations awl assullle I.hat the observations 

of arrival-time fluctuation nTIS va1nes of about 50 ns are reasonable. Then we 

can use some simple models to determine certain aspects of human tissue. 
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Let us define: 

Co = average wavespeed ~ 1500 III S-l 

J-Lrms = root mean square of C Z.,::" 

(Llt)nlls = root mean square of travel time through tissue 

D = thickness of tissue 

L = correlation length of sound-speed in tissue 

>. = ultrasound wavelength 

f = ultrasound frequency 

q = ultrasound wavenumber = 27r / >. 

Rf = Fresnel length = J)"D 

r 0 = acoustic coherence length 

Using a single-scale, isotropic model of sound-speed fluctuations, we find 

an rms fractional soundspeed fluctuation to be [11] 

Co(L~thms 
Itrms ~ JLD 

As a result we find for abdominal wall [7] 

(3-1) 

(3-2) 

whereas breast tissue measurements give results that vary from heing similar 

to being larger by up to an order of magllitude [2]. 

The correlation length L of sound-speecl variations in human tissue is 

related to observations of acoustic-field coherence length by the following 

equation that again depends on a single-scale isotropic model: 

2 2) 2 L = q (Itrms DTo (3-3) 
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Take the following l1tunbers: 5 :rvlz, 50-llun range, and G-mlll coherence 

length for an observed field. These numbers yield a correlation length of 50 

mm, or ten times the observed coherence length of the field. This is because 

the focussing and defocussing properties of the tissue make the acoustic field 

more and more fine-grained as the field pushes further into the medium. 

Finally, considering frequencies in the range of 3-10 MHz we find an 

rms phase fluctuation of 0.2-0.5 cycles. These values imply that using weak 

fluctuation theory will often not be adequate, and that strong-fluctuation 

theory is not valid either [12]. This regilne provides the perf(~ct application of 

numerical simulation on present-day accessible computers. Needed research 

in the area of intermediate-scale tissue variability could concentrate on the 

measurement of a wide variety of tissue samples from a variety of organs; 

these measurements should allow for anisotropy of the variability in three 

dimensions, and include scales sizes from the wavelength of ultrasound (down 

to 0.1 mm) up to larger than the Fresllel length (:3-5 rnrn). 

These sound-speed fluctuations limit the resolution capabilii;y of ultra-

sound equipment. The effective resolution limit can be understood by asking 

for the rms tilt of a wavefront passing through tissue. Let GrIllS be the rms 

tilt in one coordinat.e. Then 

(3-4) 

It is difficult to pick values for D ancl L because there is so much variability. 

However, we can estimate that values for Gnns can vary from a fmction of 

a degree to several degrees. Since the resolution of an array is Gnns = f. 
where ..\ is the wavelength andl is the length of the array, our Grrns limits 
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the coherent array lengths in ultrasound to: 

-\ 
lmax ~ ~ 10 - 100-\. 

8 rms 
(3-5) 

Since arrays are typically made with ~ spacings, to obtain optimal sidelobe 

suppression, we have determined that an estimate of the maximum useful 

number of elements in an ultrasound detector array is ~ 100 per transverse 

coordinate. 

The fact that ultrasound systems use broadband transmissions does not 

change this fundamental calculation; one simply uses the center frequency of 

the transmissions. 

It is of interest to note that modern ultrasound receivers are already 

limited in resolution by sound-speed variations, since sorne of these receivers 

have'" 100 elements in one (limension. 

3.3.1 Amplitude Fluctuations 

We note here that if amplitude fiuctuations hum focussing and clefo-

cusing were present, they would have a transverse coherence length smaller 

than that of travel-time fiuctuations. Their typical scale would be a Fresnel 

length (V-\D ~ 3 to 4 mm) or smaller. The measurements of amplitude fiuc-

tuations have indicated very large values compared with expectations from 

wave propagation theory and a Inedium without intrinsic attenuation [7, 9j. 

If we take those measurements seriously, we must consider ita first-order 
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problem to clear up the question of their origin. Are they fwm intrinsic 

attenuation, and what spatial scales are involved in intrinsic (~ttelluatioll 

in various tissues? Is it reasonable to see a "Rayleigh" -like distribution for 

acoustic amplitude when the usual reason for such a distribution (no intrinsic 

attenuation and strong phase fluctuations) is absent? 

3.4 Small-Scale Variability 

Variability on scales that are smaller than a wavelength generates a scat-

tered wave field that emanates in all directions frolll the region of variability. 

One can usefully think of this situation as macle up of discrete scatterers, and 

of the scattered wave as being distinct from the fonvard-propag;ating rela-

tively unperturbed wave. Such variability does not affect the observations 

made in the very forward direction, anel for tlw backscatter application one 

can separate the effects of the "scatterers" and the effect of refraction and 

diffraction that affect the propagation from the source to the scatterer and 

then again from the scatterer to the receiver. 

The quantity of interest to the backscatter observations is the cross 

section for scattering per unit volume. One can break the scattering cross 

section into a number of separate contrilmtions: scattering from very small 

point scatterers (like aerosols in the atmosphere), scattering from structures 

whose scale size is comparable with a wavelength, alld scattering from smooth 

variations in sound speed on the scale of an acoustic wavelength. This lat­

ter contribution is equal to a simple constant of proportionality tillles the 



spectrum of sound-speed variability at twice the acoust.ic wavelellgth. If one 

were looking at a region of relatively homogeneous tissue, thell this cross 

section would have a certain value, whereas a region of pathological tissue 

might have a different cross section. In the past, tantalizing observations 

that seemed to indicate a difference between the cross sections of normal and 

pathological tissue have proven unreliable. Therefore our point of view here 

is that the cross section in backscatter provides the fundamental signal of an 

ultrasound observation, but we are looking only for spatial differences in that 

cross section within one patient, and not variations from some mean value 

over all patients or tissue samples. 

If one has a specific model of microscopic structlln~ in the tissue heing 

ensonified, then one can calculate the backscatter cross section from first 

principles. An example of this type of calculation is containe(l in a recent 

paper about backscatter £i'om myocardial tissue [:3J. Those anthors took 

as their model of each myocyte an ellipsoidal shell, and then took as their 

distribution of myocytes a random distribution leading to an incoberent sum. 

A further parameter of their model is the distribution of sizes of the myocytes. 

We shall see in the next section how that parallleter can be used to fit the 

frequency dependence of scattering data. They concluded that their model 

is consistent with the observations of frequency dependence and anisotropy 

of the cross section. 



3.4.1 Backscatter Phenomenology 

The measurements of backscatter cross section from tissue ill the 1-10 

MHz range of frequencies can be described by a power law: 

du = A ( f )n 
dO 1 MHz 

(3-6) 

in which the units of A are m2 S1'-1 m-a. 

Last year we referred to a typical backscatter cross-section from homo-

geneous calf's liver as having a power-law index n = 1.4 for f uetween 3 and 

10 MHz [13]. 

This year we can add new sets of data for lllyocardial tissue that have 

quite a different frequency dependence [3]: namely, n betvveen 3 and 4. There-

fore it becomes important to know which tissue one is encount.ering in pre-

dieting the expected uehavior with respect to frecllwncy. 

In last year's report the experimental power-law index was interpreted 

as a measure of the slope of the spectrulll of inholllogeneities in sonn(l speed 

at the appropriate wavelength. 

An alternate and equally useful interpretation is taken by R.ose et. al. 

[3]. They use a parametrized distribution of myocyte sizes to obtain the 

power-law index in the backscatter cross section. In either case the phe-

nomenology can be used with the proper mll111)(~r of paramet.ers to represent 

the cross section. Finally, ultmsouncl image contmst is created hy t.he clif-

ference between this homogeneous signal, and the larger or smaller signals 
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resulting from interfaces or voids, etc. 

In last year's report we gave elementary discussions of the attenua-

tion and the smoothly varying sound-speed model that could be used in 

parametrizing the data. Here we just note again that the intrinsic attenua-

tion is very strong (6 dB/cm at 3 MHz, proportional to frequency) and that 

the use of the observed backscatter cross section to set the variance of the 

sound speed fluctuations results in sound-speed variances consistent with the 

direct measurements. 

3.5 Summary and List of Promising Research Direc­

tions 

The above analysis illustrates the tight rebtionships implie(l by variable 

soundspeed as a model for the source of ultrasound scattering and attenua-

tion. We see that there is an obvious lack of sufficient (lata to formulate a 

realistic model of the mediulll at this tillle. One obvious point is the lack 

of understanding of the origin of the large ohserV(~d amplitu(h~ fluctuations. 

There is also no systematic data base on the properties of different types of 

tissue. Only a few measurements at a few frequencies for a few tissue types 

(abdominal wall, breast, liver) have been carried out. Only backscatter has 

been considered seriously rather than oistatic geometries. All of this informa-

tion would allow more precise system design. Finally, a model for interfaces 

between tissue types is needed to predict contrast ratio ill real ultrasound 

images. 

36 



V..,re suggest that attempts to improve ultrasound images shoulel sCart 

from the fundamental physics described hen~ and first do a reasonably com­

plete set of fundamentalllleasurements of tissue properties. At the same time 

studies may go ahead in numerical simulation using possible tissue charac­

teristics in order to provide quantitative predictions for the perfurmance of 

possible systems. 

The following list of promising research directions comes directly out of 

the discussions in this section: 

• Determine the spectrulll of inhOlllogeneities of various types of tis­

sues, including variability between orgalls allel betwe(~Il patients in the 

same organ. This is a three-dimensional effort involving looking for 

anisotropy. 

• Develop a research program aimed at measurillg the large-scale struc­

ture of a patient's sounel-speed structure (tomography). This large­

scale structure must be allowed to have very sharp interfaces between 

sections. Overcome the difficulty of not having tomographic straight­

through prop(l,gation in most of the available acoustic paths. 

• Determine the source of the large variations in acoustic intensity ob­

served in ultrasound experiments. Some of those same experiments 

indicated small variations in acoustic arrival time; the combination im­

plies that there are strong variations in intrinsic attenuation in human 

tissue. Other experiments hCLcl large arrival-time vCLriations. Can they 

both be correct? 



• Support numerical simulatiolls of wavdrollt and/or phase distortioll 

from various models of inhomogeueities that are cOllsistent with t.he 

experimental results (including hot,h la/rye and .'mudl scale '/!(].ri(].hility 

that have been det.ermined so far. (Neither weak nor strong fluctuation 

theory are appropriate.) 

• Develop two-dimensiollal transducer arrays with at least 100x 100 ele­

ments for both transmit and receive so that the ultrasouncl information 

can be analysed in terms of t.hre(~-dilllellsional illhomogeneit.ies. 
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4 ON DEABERRATION 

We have covered in the last section some of the physical manifestations 

of aberration in both one and two dimensions. Here we will discuss how 

these are or are not corrected in certain deaberration schemes (e.g., time­

delay compensation [14] and the closely-related principle of phase aberration 

correction [15]); how these schemes are related to ad hoc tissue models; and 

the general question of whether deaberratioll should he done with model­

based schemes or figure-of-merit schemes which t.ry to improve some sort. 

of global sharpening factor, as is comIllon ill astronomical adaptive optics. 

We will not discuss image improvement by speckle averagillg or the use of 

beacons (Section 5 discusses time reversal, which uses in-tissue targets). The 

tissue model implicit in time-delay or phase-correction schemes is that of a 

single phase screen; if backpropagation correct.ions are used, the phase screen 

can be deep in the medium. The trouble is that this is not a very realistic 

model of most tissues, and really does not do well in correcting for large-scale 

refractive effects. A figure-of-merit scheme is less commonly considered since 

many of these require in-tissue beacons. The result is that deaberration as 

practiced today is largely unsystematic and empirical. Perhaps this is all it 

ever will be, in view of the intransigence of the tissue medium, but one ought 

to try a little harder. 



4.1 Time-Delay COlnpensation and Backpropagation 

In time-delay compensation (or phase aberration correction) one cross­

correlates the pulse returns on neighboring elements (or maximizes speckle 

brightness) to find time shifts which are applied to the return pulses to com­

pensate for medium-induced distortions. Clearly this will work perfectly if 

the imaged medium is homogeneous with uniform sound velocity except for 

a phase-aberrating screen placed next to the receive array. 

In fact, phase compensation does not work perfectly because the tissue 

medium is not a pha.se screen on the transducer. Another model [16] allows 

for a single phase screen (aligned with the transducer) at any distance from 

the receiver in a homogeneous medium, and then computes propagation cor­

rections to phases and amplitudes after locating the phase screen (see Figure 

4-1 for the general idea). But the medium is not a single phase screen wher­

ever located. Nevertheless, Liu and vVaag [16] claim improvement over pure 

time-delay compensation in human abdominal wall tissue, which might ar­

guably be represented as a phase screen representeel by the fascial and muscle 

layers near the surface. 

Let us continue for the moment to make the pha.<;e-screen-at-a-clistance 

hypothesis, and ask as Krishnan et. a1. [17] do, what is the effect of simple 

time-delay correction for a remote phase screen. (These authors then go 

on to a method called the parallel adaptive receive compensation algorithm, 

or PARCA, which attempts to do some amplitude deaherration based on a 
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least-squares criterion; for the moment, that is not the isSlH~ here.) Krishnan 

et. a1. have made a computer simulation of such a screen. The parameters for 

the simulation specified a 128-element linear array with a center frequency of 

3.75MHz and bandwidth of 40%. A point source was introduced Wcm away, 

and the phases screen was 0.8cm in front of the transducer. Figure 4-2 shows 

several aspects of the simulation: Figure 4-2a shows the phase aberrations 

introduced by the phase screen (and thus what would be measured on the 

array if the two were spatially colocatecl). Figure 4-2b shows the actual 

phase aberrations measured; the cliscrepancy is (lue to propagation (Figlu'e 

4-1). Note that the phase shifts on the screen are large but not so hrge as 

to put one in the regime of strong scattering. 

Figure 4-2c shows that propngatioll has intro(lucecl arnplitllcle modu­

lations as well, nlllbring up to a factor of 2. This figure is normalized to 

unit relative amplitude in the absence of the phase screen. These perturba­

tions are on a scale of a few wavelengths (one element number corresponcls 

to half a wavelength), and are sufficient to introduce large perturbations in 

the correlation of signals between the first and the Nth element (Figure 4-

2d). One should note here that these clecorrelations are large compared to 

the decorrelation which would be seen if speckle were the only source; the 

Van Cittern-Zernike theorem [18] essentially says for our conditions that the 

correlation length associated with speckle is determined by the array size. 

Amplitude perturbations on the scales shown in Figure 4-2c will degrade the 

resolution. 
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4.2 Phase Screens and Phase Tomography 

One can now imagine inventing more complicated and conceivably more 

realistic tissue models based on more and more phase screens, always as­

suming constant-speed straight-line propagation between screens. The more 

screens the more measurements needed to disentangle them. One way to 

try this is with a tomographic method based on limited angular diversity of 

measurements, as illustrated in Figure 4-3. The orientation of the transducer 

with respect to the tissue blob is given by the angle </>, and u is a distance 

along the transducer specifying a beam line. As u and </> are varied one 

measures, in the phase-screen approximation, the quantities 

J dxdykn(x, y)8(x cos(</» + y sin(</» - u) (4-1) 

where the index of refraction n is a sum of delta functions specifying the 

location of the phase screens in the slice (x, y) plane times the random com­

ponent of the index corresponding to each screen. Propagation (diffractive) 

effects are not included in Equation (4-1) Given complete coverage in u and 

</>, one could invert Equation (4-1) to find n by standard tomographic tech­

niques [19, 20] but one does not need complete coverage given the model of 

n as a series of phase screens. We will not discuss here the precise require­

ments of coverage in u and </> for untangling the phase screens, but it should 

be clear that the more data the more complicated the tissue model can be. 

Of course, since no tissue is a series of phase screens, the image cannot be 

completely deaberrated this way, but it might happen that further applica­

tion of a figure-of-merit-based technique or some other empirical approach 
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Figure 4-3. Setup for phase tomography. 
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help even more than it does for a single screen model. This is a llHlre compli­

cated version of t.he general idea behind tilne-delay and related cOinpensation 

schemes: 

• Invent a cleaberration scheme which works perfectly on some idealized 

tissue model, which may not. be very realistic; 

• Try it on real-world tissue data to see how well it works; 

• If it doesn't work all that well, improve it empirically base(l on some 

figure of med t. 

4.3 Models or Figures of Merit? 

A model approach assumes SOlne parallletrization of the imaged tissue, 

then attempts to find those parameters from the aherrated image. A figure­

of-merit approach, at least for the present purposes, is one which attempts 

to deaberrate the image without ever calculating any of the parameters of 

the medium. The ultrasound deaberration problem is very difficult, so that 

realistic but tractable tissue models are hard to corne by, aIHl figure-of-merit 

approaches typically need point targets in the tissue, also hard to corne by. 

The result has been that neither modeling nor figures of merit have helped 

very much in deaberration. 

Given no a p1'ior"i model of the medium, one must do inverse scattering 

[21], [22], [23]. But inverse scattering is always difficult, often ill-conditioned, 
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and in principle requires complete COVt!I'<lge in such variables as 'l/. anel 4> 

introduced above. An initial model of the tissue being imaged is very useful 

in overcoming all these limitations, but if the lllocid is not realistic and 

faithful it will not be of much use. 'vVe have no reason to believe that a 

multiphase screen model is at all realistic, or even any better than the one-

screen model implicit in time-delay compensation. Still it might be useful to 

construct some simulations using (diffractive) phase tomography to see how 

it performs on computer-generated tissue models which are not just phase 

screens, and to see how increasing the llUItllwr of sight lines does or does not 

improve deaberration. 

We note that tomography has been used in the past [2[)] to measure 

sound-speed variations in tissue for direct diagnostic purposes; our suggestion 

is that tomography can be used as the first step in deaherration. 

There are, of course, many other possible ways of using image diversity, 

short of full-scale tomography, to improve images. One such method, due to 

Y. Li, was described to us by D. Robinson [.JASON briefing, 1995]. 

The trouble is that phase screens do not begin to model such real-world 

features as attenuation, refraction and Ilmltipath, and reflectors (bone, air). 

One might then use a figure-of-merit approach, where some global parameter 

depending on the received data is optimized (e.g., the sharpness of focus on a 

beacon). The problem is to find image features which can be used in the figure 
/ 

of merit, since beacolls are not usually fOllllcl ill tisslH--!. However, this problem 

is not altogether hopeless. In the specific ARPA context of battlefield care (or 

more generally in emergency medicine) the patient who is to be imaged may 
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require immediate medication of SOHW sort which is in.iect(!(l into the body; 

such medication can include contrast agents to be used as beacons. Or a 

focused transmit beam call be used to provi(le a strong pointlike reflection 

from bone or other surface of acoustic discontinuity in the tissue. This will 

require good resolution in three dimensions, i.e., a high-resolution 2D array 

of f number near unity. We will say no more on beacons here (but see 

Section 5 on time reversal) except that their use ought to be reconsidereel in 

deaberration. 

A figure-of-merit approach often is cOlllhined with time-delay CCHl1pen-

sation to make corrections for propagation, amplitude changes, and the like. 

This is an empirically sensible approach but it leaves one ill doubt as to where 

to look for systematic improvements 011 tiIl1t~-(lelay compensation. vVe would 

now like to suggest at least one direction ill which to look. 

4.4 Low-Frequency Modeling of Large-Scale Refrac­
tion 

Refraction is one of the ma.ior causes of (leaherration; it leads to mul-

tipath effects as well as loss of both contrast and resolution. It cannot be 

addressed in any model which assumes homogeneous straight-line propaga-

tion. 

In Figure 4-4 we shmv n~sults [2] of a transmissioll experiment over a 

distance of some 4cm through a watt!r sample (Figure 4-4a) and a human 

breast (b, c). The transmitter is a point source and the water image shows 
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Figure 4-4. 2-D contour maps of point source images. (a) water data showing diffraction pattern of 
system. Outer contour is -10 dB level. (b) measured through the 4-cm tissue (brs006). 
showing highly asymmetric interference pattern. Outer contour is -10 dB level. (c) Image 
(brs006) at -16 dB contour level. The outer contour shows more symmetrical scattering 
pattern. Note the change of scale from (a) and (b). From Steinberg [briefing tojASON. 1995]. 

49 



the diffraction-limited image of the source. At the -lOelD level thre(~ distinct 

source images are seen (Figure 4-4b) and at -HidB the images sme,tI' into 

each other (Figure 4-4c). Zlm anel Steinberg [24] applied both time-elelay 

compensation and time reversal to these images, with some improvement (not 

shown here) in image quality but still with the multipath fictitious images 

present. These methods of deaberration are not correcting for refraction. 

Similar refractive effects are seen in images of other than breast tissue. 

What can be done about refraction? To the extent that important 

effects come from objects of scale larger than a wavelength, perhaps quite 

a bit can be done. A multi-image technique usillg the Octoson eight-head 

scanner for deducing curved-interface refraction effects has been described 

[26]. Smith et. al. [27] tried modeling tissue as a series of tissue hlocks 

each with a known homogeneous sound speed, separated by plane parallel 

interfaces; deaberration results were disappointing. A current program at 

CSIRO in Australia [D. Robinson, .JASON briefing, 19D5] with the acronym 

of STARS (subcutaneous tissue auerration removal scheme) llses an ordinary 

(4-6 MHz) ultrasound image to identify large-scale tissue volumes by type, 

assign them an a priori souml speed appropriate to the tissue type, and 

use straight-line (Snell's law) propagation to trace rays. This seems to be 

a worthwhile line of research to pursue, and we encourage it. If multipath 

effects can be tamed this way, perhaps time-delny compensation will work 

well to remove remaining image degraclation. 

If only large refractors are of COllcem, illlages made at low (:::; IMHz) 

might be even more useful than bigber-fn-~qllcllCy images [JASON report 94-
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120, 1994]. There is mudl less attenuaLiOll (which is linear in frequency) and 

deeper penetration which would allow for partial tomography, if warranted. 

Furthermore, there is less data to process, \vhieh will always be a eOllcem in 

deaberration going beyond time-delay compensation. 

Clearly an important tool in any such program for dealing with reb'ac­

tion will be materially a..'lsisted by the image understanding tools ARPA has 

fostered in the pa...;;t. These include assignment of tissue boulHlaries and 

types, displaying outlines and edges fell' assisting the viewer (especially the 

non-radiologist viewer) to understand the iJllage, and providing other sorts 

of direct assistance to humans while at the same tillH~ serving as the input 

to deaberration software such as a ray-tracing prograll1. 

There are already applications of visualizatioll techniques in ultrasound, 

especially for echocardiography and pn~-natal obstetrics . .1. Miller [.JASON 

briefing, 1995] showed us his technique, now available cOlllmercially, for out­

lining the volume of the left ventricle as the lwart beats, allowing for crucial 

quantification of blood-flow volume. Other applications of visualization in 

echocardiography are reviewe(l in Greenleaf et. al. [2~J. Last year T. Nelson 

briefed us on three-dimensional surface-relHlering techniques for fetal images 

[JASON report 94-120, 1994]. These are irnportant, but at the moment we 

know of no image understanding techniques being used to remove refractive 

aberration. 
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4.5 Conclusions 

Deaberration techniques currently lack uscful realistic models of tissue, 

and so fall back on (if only implicitly) such props as phase-screen models. 

These are far from perfect, so that deaberration ends up being largely an em­

pirical program. While it is unlikely that empiricism will ever be exorcised 

from this field, it seems to us that a better starting point which might conceiv­

ably reduce the empiricism is to make one or more (semi-tomographic) low­

resolution images of the maill tissue concentrations anel their sound speeds, 

as interpreted with image-understanding tools [twlnsed as the input to other 

deaberration techniques. TIH~ (leaherrated illlag(~, with image-uTHit!J"stanclillg 

enhancements such as edge detection awl tissue idellt.ification, will he useful 

not only to radiologists but (p(~rhaps even more important for the ARPA 

battlefield care program) to nOll-radiologists. 
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5 TIME REVERSAL AND DISTORTION RE­
MOVAL IN ACOUSTIC IMAGING 

5.1 Introduction 

The use of ultrasonic arrays for medical imaging would appear, on the 

face of it, to provide high resolution with little effort. With a nominal 

sound speed of 1550m/s an ultrasound imaging array operating at a cen­

ter frequency of 2 MHz has a wavelength of 0.78 mm. For a beam emerg­

ing from an array of length D in some dimension focused at a distance 6, 

two objects separated by order At should be resolvable. As D ~ 6 ~ 

a few tens of centimeters, the value of A is quite relevant for the resolution 

available for clinical applications. 

The images one achieves in practice have substantially lower resolution 

because the medium through which the sound propagates is inhomogeneous. 

There is significant distortion of both the amplitude and the phase of the 

acoustic signals making it difficult to interpret the images for medical or 

other identification purposes. 

There has been no shortage of proposals for correcting this aberra­

tion [29]. Most have concerned themselves with readjusting the phase of 

the received acoustic wave to make it nearly planar, once known geometrical 

factors are accounted for, under the assumption that this will compensate for 

inhomogeneity in the medium if the distortion arises from weak scattering. 

This is equivalent to the assumption that directly in front of the receiver is a 
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"phase screen"-a fictitious medium which scrambles the phase of a wave by 

imposing random time delays to different spatial pieces of the wave but which 

leaves the amplitudes unaltered. These methods appear to concentrate on 

removing distortion in the phase of a sound wave presumed to originate from 

a point scattering source in the tissue. Assuming that the "correct" phase 

relationship would be that of a spherical wave emanating from this point 

source and then propagating through a homogeneous medium, the phases at 

the receive antenna are adjusted to meet this presumption. The adjustment 

is typically [30] a phase correction at neighboring receivers to make the phase 

on each pair of neighbors the same. The time delay tlt required to make this 

phase shift tl¢ = wtlt is determined by the peak in the cross correlation 

function between the signal s(i, t) received at the ith sensor and s(i + 1, t) 

Ci,i+1(T) = I)s(i, t) - s(i))(s(i + 1, t + T) - s(i + 1)), (5-1) 

where s(i) is the mean of the measurements of s(i, t) over the integration 

time for receipt of the sound signal. 

Other methods define quality factors such as the average speckle bright­

ness and seek adjustments in the received signal to maximize this. The 

idea [31] is that speckle, the pattern of spots and dots appearing from a dis­

tributed set of scatterers in some medium, arises from coherent interference 

from the scattered amplitudes of many independent scatter-ers. When aber­

ration is present, then the main lobe of the response of any given scatterer 

is diminished and the interference pattern shows decrease in its maxima. 

Compensation for the aberration or degrading in each scattered sibrnal would 

be achieved by increasing the overall speckle brightness. Nock, Trahey, and 

Smith point out that aberration can actually increase the response from some 
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of the presumed many scatterers, so maximizing speckle brightness over the 

image may sometime lead one astray. 

5.2 Time Reversal Acoustic Characterization of an En­
vironment: TRACE 

5.2.1 TRACE Elements 

The work of Fink [32], Prada [33], and colleagues provides a refreshing 

and widely useful approach to the issues of removing aberration from acoustic 

images. They start with the observation that the acoustic wave equation for 

a medium without dissipation having density p(x) and sound speed c(x) 

( 
1 ) 1 82p(x, t) 

p(x)\l· p(x) \lp(x, t) = c2(x) 8t2 
(5-2) 

has both p(x, t)and p(x, -t) as solutions. Since the speed of sound is small 

compared to the speed of light, Fink, Prada and colleagues remarked that if 

one could measure the pressure wave p(x, t) over some array resulting from 

a scattered wave from a set of objects, then by storing the pressure signals 

and rebroadcasting them after a time delay T but in reverse order to which 

they were received, namely p( x, T - t), then the acoustic wave pattern would 

be refocused back to those scattering centers. 

The manner in which this would work is shown in Figure 5-1. Here 

an array of N elements, possibly an area covered by M in one direction 

and M' in the other, M M' = N, first transmits a more or less arbitrary 

"probe" signal. The scattered version of this signal is recorded on the ar-
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ray as PI(t),P2(t), ... ,PN(t), and stored over some integration time T. The 

signals are then rebroadcast from the same locations as PI (T - t), P2(T -

t), ... ,p N (T - t), and this series of signals sends the acoustic energy directly 

back to the scattering centers. 

To rigorously and precisely refocus the signal back to its source, that is 

to turn outgoing waves ei;r from each center to e-;kr returning to that cen­

ter, one requires a surface dense with transceivers, and that is not possible. 

In practice Fink's group has built several one dimensional arrays which ac­

complishes a very effective time reversed transmission of the received signals 

without trying to achieve the 'optimum'. 

A practical mode in which one can use TRACE is to iterate the pro­

cedure just outlined. Suppose there are two scattering centers with cross 

sections al and a2 respectively. The returned pressure signal from the probe 

pulse will be proportional to 

(5-3) 

with A and B some constants. If the scattering centers do not insonify each 

other in a significant way, the return from transmitting a second time will 

be proportional to 

(5-4) 

and so forth for repeated time reversed retransmission of the received waves. 

If al > a2, the scattering from scatterer number one will soon dominate the 

return from the array, and that source of scattering will be imaged by the 

process. 
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Actually one can do more and focus sequentially on the strongest scat-

terer, the next strongest, etc. To achieve this consider the collection of signals 

coming from an impulse projected from each element of the array and then 

received by each other element of the array, at fixed frequency w this collec­

tion of transmissions from element 1 and reception by element m is an N by 

N matrix Glm(w). The signal received at element m from any other emission 

el(t) from element 1 would be 

(5-5) 

back in time domain. In vector notation this can be written at frequency w 

as 

R(w) = G(w) . E(w). (5-6) 

Time reversal changes t ---j. -t or G(w) ---j. G*(w)-the complex conju­

gate. The matrix G(t) or G(w) is symmetric because of reciprocity [34]. On 

the first transmission of the signal E(w) the received signal is 

(5-7) 

The time reversed version of this is 

(5-8) 

and is retransmitted into the target. On reception of this we have 

(5-9) 

After k iterations of this process, we receive the signal 

(5-10) 
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where the N by N Hermitean matrix M(w) is 

M(w) = G(w)· G(w)*. (5-11) 

The Hermitian matrix M(w) has real, positive eigenvalues Aa; a = 1,2, N 

with associated eigenvectors Va. In time domain these satisfy 

(5-12) 

If there is a single strong scattering center in the target medium, then 

the return from that center is associated with the largest eigenvalue Al of the 

matrix M(w) and the temporal pattern of pressure signals from this center 

is the eigenvector VI (t). The vector of pressure signals E( t) on the array can 

be decomposed as 
N 

El(W) = 2:CaYa(W). (5-13) 
a=1 

If we iterate the time reversal process employing the matrix M(w), then after 

k iterations, the received signal is 

N 

2: Ca(Aa)kYa(W) , (5-14) 
a=1 

and it is clear that the largest eigenvalue dominates after a few iterations. 

What is equally interesting is that we can also focus on the next dom-

inant scattering center by selecting the eigenfunction Y 2 (t) as the signal 

propagated from the array. 

This effect is seen in Figures 5-2 to 5-4 where we see two wires with 

U2 = 2Ul ensonified by a line array, and in Figure 5-3, we have the returns as 
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a function of the location along the array from a general iteration of the time 

reversal process. It is clear that as we iterate the time reversal method, the 

signal from the wire with the larger cross section rapidly becomes dominant. 

In Figure 5-4 we have the returns on the array when the signal from the array 

corresponds to the next eigenmode V 2(t)i clearly, here the return is quickly 

dominated by the return from the second, weaker, scattering wire. 

5.2.2 TRACE Caveats 

TRACE cannot be perfect at putting a signal back onto its source. 

1. Theoretically perfect refocusing of a wave requires fully surrounding 

the target region with sensors and radiators which sense the outgoing 

scattered wave without distorting its amplitude or phase. Such a col­

lection of sensors is just not possible. Nonetheless, this may not 

be important in practice if the aperture of the sensors and 

transmitters is large enough to sense scattered waves from 

the targets of interest in the medium and enough to reradiate 

back to those sources. The Prada, Fink experiments demonstrate 

that much can be accomplished without being 'optimum'. 

2. All interesting tissue media have dissipation. In the ultrasound region, 

this dissipation behaves as e- f3! in frequency. Dissipation is not time 

reversal invariant. Nonetheless, in practice, Fink and colleagues 

have shown that they can approximately compensate by gain 
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corrections at the receiver for this dissipation. This is absolutely 

not a clear matter yet, so one must go about this carefully. 

3. Scattering centers may shadow each other, and thus the interpretation 

of the eigenfunctions VeL (t) may not be so straightforward. 

4. Extended objects appear as the highest 'glint' from their surface, so 

imaging an extended object may be difficult. 

5.2.3 Medical Ultrasound Uses of TRACE 

• Imaging Selected Regions of Tissue: One can use TRACE to lo­

cate and focus acoustic energy into a region where one or more scatter­

ing sources are located. It may be necessary to insert contrast agents in 

the form of bubbles or liquids with sharply different acoustic impedance 

into the region of interest so one can perform the time reversal focusing . 

• Destruction of Inclusions: By locating an acoustic scattering object 

and focusing acoustic energy back onto it, one may be able to destroy 

that scattering center. Part of the original motivation of Fink's work 

was to provide methods for destroying gall stones or kidney stones by 

shattering them acoustically . 

• Potential Tissue Characterization: If one can characterize tissues 

by elastic responses at various frequencies or responses to selected tem­

poral waveforms, then utilizing TRACE methods for accelerometer ar­

rays placed on the body, one may be able to focus elastic energy to a 
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region and characterize the tissues there by the elastic returns. Elastic 

motions, absent dissipation, are also time reversible. This is a JASON 

conjecture, and it is neither tested nor proven. 
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6 TWO-DIMENSIONAL ULTRASOUND AR­
RAYS 

6.1 Introduction 

Medical ultrasound imaging instruments have undergone a long period 

of development since the invention of ultrasound imaging over thirty years 

ago, and in many respects the technology is mature. The instruments are 

highly standardized and they play established roles in medical diagnosis. 

Even research on new ultrasound technology often uses commercial ultra­

sound arrays and signal analysis products. Current medical ultrasound sys­

tems are generally based on one-dimensional transducer arrays made from 

piezoelectric elements. These instruments are highly evolved and quite so­

phisticated, for example phased array beam steering and digital signal pro­

cessing are commonly used. However, they do not fully benefit from rapid 

advances in processing technology and integrated electronics, which have rev­

olutionized the semiconductor industry and created the new field of micro­

electromechanical systems. This new technology changes the ground rules 

for ultrasound design. 

Two-dimensional ultrasound transducer arrays can improve the image 

quality of conventional medical systems as well as enable new types of ul­

trasonic imaging, as described elsewhere in this report. The advantages of 

two-dimensional arrays for imaging have been recognized for some time, but 

they are impractical using current ultrasound technology. As discussed be-
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low, analog-to-digital conversion, high data rates, and even the large num­

ber of signal wires pose formidable barriers. In this section, we describe 

how advanced technology can be used to overcome these barriers and design 

two-dimensional arrays with integrated readout electronics, and we identify 

critical aspects of the system that are technically most difficult. To under­

stand the formidable challenges in constructing a two-dimensional ultrasound 

array, we first consider current practice. 

Medical ultrasound technology is based on one-dimensional transducer 

arrays constructed from piezoelectric elements which act both as transmitters 

and receivers. A typical array contains about 100 elements of size roughly 

0.5 x 10 mm2 • The lateral dimension of each element is made comparable to 

the ultrasound wavelength), for a wide radiation pattern along the scan di­

rection, while the vertical dimension is made much larger in order to narrow 

the beam in the vertical direction. A cylindrical lens is generally used to fo­

cus the beam in the vertical direction to image a two-dimensional slice of the 

patient "" 1 cm thick. The one-dimensional array can be constructed by first 

attaching a slab of piezoelectric ceramic to acoustically dead backing mate­

rial, then using a diamond saw to separate the elements. Acoustic crosstalk 

between elements is a serious issue, because the same elements transmit a 

powerful pulse and receive the weak return signal shortly later. Because 

the piezoelectric elements are generally hard materials with high velocity of 

sound, their acoustic impedance is not well matched to the patient, creating 

reflections and limiting efficiency. For the same reasons, ceramic elements 

are commonly underdamped, and have acoustic resonances that must be ac­

counted for in system design, usually by driving on resonance to produce a 
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ringing pulse. 

The electronic design of medical ultrasonic systems is particularly chal­

lenging. In current systems, each element is attached to a separate shielded 

wire that passes from the handset to a console that contains the electronics 

for pulse generation, reception, and image formation. For arrays with many 

elements, wiring the array can be difficult, and the handset cable becomes 

quite bulky. The electronics for pulse generation and reception have quite 

different requirements. Piezoelectric elements can generate powerful ultra­

sound pulses, but require large excitation voltages> lOOV, which in turn 

require special high voltage electronics. The signal received from the pa­

tients is far less, due to the 1/ R4 loss in scattered intensity with distance R 

and to the frequency dependent exponential attenuation of ultrasound in the 

patient at roughly 1 dB/cm-MHz. Returns from the skin at short times can 

be ""IV, while returns from deep inside the patient fall to levels"" 1 /-LV. This 

large dynamic range exceeds the capability of most analog-to-digital convert­

ers and requires the use of a swept gain amplifier or logarithmic amplifier to 

avoid overload at short times yet provide adequate sensitivity at low levels 

for imaging. For digital systems, the analog-to-digital converters must have 

good amplitude resolution and high bandwidth. Good amplitude resolution 

",,12 bits is required in order obtain good beam patterns from the phased ar­

ray with high side lobe rejection ratios. High bandwidth, roughly ten times 

the ultrasound frequency, is necessary for provide good phase accuracy and 

depth resolution, for example 40 MHz bandwidth for 4 MHz ultrasound fre­

quency. In order to be economically competitive, all of these criteria must 

be met at low cost, currently"" $IOO/channel for a 100-channel system. 
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Given the design criteria for ultrasound arrays one can understand why 

two-dimensional arrays have been considered impractical. For example, a 

two-dimensional array with 100 x 100 elements made using current ultrasound 

technology would require hand wiring 10,000 elements to 10,000 separate ca­

bles leading from the handset to the electronics console. At $100/channel, the 

total cost of the electronics for this system would be ,.....,$1,000,000. The power 

consumption of the electronics would be very high, and the computational 

requirements for image formation would be formidable. 

6.2 Two-dimensional Ultrasound Arrays 

Rapid advances in semiconductor processing technology, driven by the 

need for fast low-cost microcomputers, have led to an exponential growth in 

number of transistors per chip with time, known as Moore's law. Industry 

projections (the Semiconductor Industry Association "Roadmap") predict 

that exponential growth will continue at the present rate over the next fif­

teen years. According to these projections, one chip will hold processors 

giving a total of 1012 op/sec and 2 GBytes of memory. Reduction in fea­

ture size can also have important benefits for ultrasound systems: increased 

computational speed, reduced power consumption, and reduced cost. Pack­

aging technology has advanced in parallel with integrated circuit technology. 

Highly sophisticated multilayer circuit boards can be used to wire together 

many separate integrated circuits in compact packages including shielding 

and heat sinking. Integrated circuits made from difierent semiconductors 

can be bonded together in a small number of steps. Photonics can be used 
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to transmit digital signals with wide bandwidths> 1 GHz over long distances 

with little cross talk or attenuation. Applied to ultrasound technology, these 

advances could overcome the seemingly formidable barriers to the fabrication 

of two-dimensional imaging arrays. 

Figure 6-1 illustrates how a two-dimensional ultrasound transducer ar­

ray could be assembled using advanced packaging technology. This arrange­

ment is motivated by the design of the HIDAD infrared imaging bolometer 

array manufactured by Texas Instruments. The HIDAD array consists of rv 

240x350 separate Barium Strontium Titanate (BST) pixels, each 50x50 J1m2, 

bonded to a separately fabricated Si integrated circuit containing much of 

the readout electronics. The pyroelectric ceramic elements in the HIDAD 

array have similar physical characteristics to piezoelectric ceramic elements 

used in ultrasound arrays, and are fabricated in a similar manner by dicing a 

slab of BST ceramic supported by backing material. Unlike most ultrasound 

arrays, the HIDAD pixels are bonded in one process to the Si readout elec­

tronics. Similar techniques have been developed to attach infrared detector 

arrays made from InSb and other materials to Si integrated circuits. 

Exponential reductions in device size and power consumption, will per­

mit much of the transmit and receive electronics for a two-dimensional ultra­

sound array to be mounted in the handset. The large size of an ultrasound 

array and the need for separate integrated circuits for transmit and receive 

dictate the use of a multilayer circuit board in place of a single Si integrated 

circuit. The technology of multilayer boards has become quite sophisticated: 

many surface mounted integrated circuits can be connected together via seven 
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Figure 6-1. Schematic diagram of two-dimensional ultrasound array. 
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or more wiring layers in a compact package with heat sinking. The chip set 

for an ultrasound array might include the following: a pulse generator, an 

analog router, a preamplifier and analog-to-digital converter (ADC) chip, a 

digital signal processor, and memory. The use of a multilayer board permit 

wiring of the array and integrated circuits in a few steps, greatly reducing 

cost, and eliminating problems associated with transmission of weak analog 

signals from the handset to a separate console. 

It is useful to consider the straw man concept of an "ultimate" ultra-

sound system which consists of a two dimensional array equipped with a 

complete set of transmit and receive electronics for each pixel. With this 

ultimate system, the entire time-dependent return signal, and thus the ultra­

sound image, could be recorded following a single transmitted pulse. Such 

a system would provide fast time-resolved ultrasound images at high frame 

rates >1 kHz. As discussed below, the capabilities of the "ultimate" system 

far exceed the requirements of most medical imaging applications. The ulti-

mate system is interesting nonetheless, because it identifies the envelope of 

performance for two dimensional arrays and associated design requirements. 

A standard ultrasound pulse is formed by applying the same waveform 

to all elements of the phased array at different times to accomplish beam 

steering and focus. One can also imagine more sophisticated schemes in 

which several beams are transmitted at once, for example. Highly sophis-

ticated integrated circuit pulse generators have been developed for current 

ultrasound systems. The problems posed by the transmit electronics for the 

"ultimate" array are associated with the high voltages and the high powers 

73 



required to excite piezoelectric elements. Because voltages> 100 V are re­

quired, separate chips made using a high voltage process must be used for 

the pulse amplifier. A router chip, also made using a high voltage process, 

can be used to switch the array elements between the pulse generator and 

the receive electronics. 

The total power in the transmitted pulse is potentially quite large and 

can present a barrier to locating the transmit electronics in the handset. 

Current regulations permit the use of ultrasonic powers up to Pmax / A = 

740 m W / cm 2 ; above this level local heating of tissue becomes unaccept­

able. For current one-dimensional aITays with areas of a few cm2
, the 

power P max rv 4 W is moderate. However for a large two-dimensional ar­

ray, such as Figure 6-1, application of the maximum statutory power would 

give Pmax rv 75 W, probably too high for safety. Limits on ultrasonic power 

should be re-examined to account for the characteristics of two-dimensional 

arrays. Because they can achieve a much sharper three-dimensional focus 

than one-dimensional arrays, and because they have a much larger receive 

area, two-dimensional arrays may actually require less total pulse power in 

order achieve the same signal-to-noise ratio per pulse in a single volume 

element (voxel) of the image. The time-average total power is then propor­

tional to the number of voxels in the image and the frame rate. If the system 

is used to record two dimensional images at modest frame rates, the total 

power could be comparable or less than current systems. However, if three­

dimensional images are required at high frame rates, higher power will be 

required. A careful analysis of imaging properties of two-dimensional arrays 

and signal-to-noise should be done before reaching conclusions on this issue. 
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The transmit electronics for two-dimensional arrays with powers comparable 

to those of current systems could be mounted on the multilayer circuit board 

as illustrated in Figure 6-1. 

Figure 6-2 illustrates the receive electronics for one element of an ultra­

sound array. The "ultimate" two-dimensional array would contain a copy of 

the receive electronics for every element. The analog front end consisting of 

the preamp and analog-to-digital converter (ADC) poses the most difficult 

challenge for the receive electronics, because it must simultaneously possess 

high dynamic range (1 ttV to 1 V), high resolution (> 10 bits), high speed 

( '" 40 MHz), and low power consumption. The desired dynamic range of 

120 dB or 20 bits is too large to be handled by the ADC alone, and requires 

a swept gain or logarithmic preamplifier. A novel approach to achieving 

high dynamic range with moderate resolution is the floating-point analog-to­

digital converter described in detail below. Conventional fixed-point ADC's 

with moderate resolution (12 bits) and high sampling rates (40 MHz) are 

currently available, but typically require powers> 0.1 W. With one converter 

for each element, the "ultimate" array of 104 elements demands lower power 

consumption as well as a high degree of integration. A separate section 

of this report describes how the reduction in feature size in advanced inte­

grated circuits permits the design of fast analog-to-digital converters with 

very low power consumption. Using estimates given in that section for a 

0.5 ttm process, we find that a 12-bit, 40 MHz analog-to-digital converter 

could be designed with power consumption rv 4 m W. For the "ultimate" sys­

tem with 104 ADC's the total power required "-' 40 W is not as unreasonable 

as one might have first guessed. The power consumption could be reduced 
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Figure 6-2. Block diagram of the receive electronics for one pixel of the array. 
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further by reducing the resolution and sample rate, but reduction of the num­

ber of ADC's via multiplexing is the best approach for most applications, as 

described below. 

The data rates generated by a two-dimensional ultrasound array can 

be quite large, and require careful consideration. Following the transmitted 

pulse, each element of the array receives the return signal for a time ",200 

J.1sec corresponding to a depth ",15 cm into the patient. If the entire transient 

is digitized the corresponding data rate during reception is (12 bits) (40 MHz) 

'" 0.5 Gbit/sec for each element and ",5 Tbit/sec for the entire array. This 

data rate is too large to transmit in real time from the handset, or even to 

write to memory in the handset. Because far more data is contained in the 

ultrasound returns than in a two dimensional image, one can achieve a large 

reduction in the transmitted data rate by storing each transient and forming 

the image in the handset. The memory required to store each transient for 

the example above is 12 kB/element or 120 MB for the entire array. This 

amount of memory is large, but not unreasonable, and could be mounted 

on the multilayer backing board in the future. A more serious problem is 

presented by memory bandwidth, which severely limits the amount of data 

that can be stored following each pulse. The rate at which one can write to 

memory is limited to ",100 MB/sec per chip, roughly independent of chip size, 

and is not expected to increase greatly in the near future. If one uses fifteen 

64 Mbit chips to make up 120 MB of memory, the total bandwidth is only 

",12 Gbit/sec, far less than the 5 Tbit/sec required by the "ultimate" system. 

Multiplexing in some form must be used to piece together an image over many 

pulses. Once the image is formed, it can easily be stored and transmitted 
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from the handset. A 100x 100 pixel image with 12 bits of intensity resolution 

requires only 15 kB of memory, and the average data rate at the video frame 

rates is """0.5 MB/sec, easily achievable using a single coaxial cable or fiber 

optic link. 

The processing necessary to form an image from a two-dimensional array 

is relatively straightforward, but can be formidable for large two-dimensional 

arrays. For each pixel or voxel in the image, the received signals from each 

element of the array must be added with the correct delays to steer and 

focus the beam. The total number of additions Nop to form the image is 

proportional to the number of elements Net and to the number of pixels N pix . 

For a two-dimensional image with N pix = Net pixels, the total per frame is 

Nop ,..,., N~, and for a three dimensional image with N vox = N~/2 the total is 

Nop ,..,., N!/2. Our "ultimate" system with Net = 104 elements requires large 

numbers of operations per frame: Nop ,..,., 108 for a two dimensional image 

and Nop ,..,., 1010 for a three-dimensional image. To estimate the influence 

of processing speed on frame rate we note that fast digital signal processors 

currently achieve speeds""" 10 Gops/sec; the performance is projected to in­

crease by a factor of 100 over the next 15 years to "" 1 Tops/sec. Thus the 

time required to form a two-dimensional image in the example above using 

one processor chip is currently ,..,.,0.1 sec, for a three dimensional image rv 10 

sec are required. These times are reasonable, and will improve with increased 

processor speed in the future. 

The "ultimate" system discussed above helps identify critical require­

ments for two dimensional ultrasound arrays - the need for low-power high-

78 



speed analog-to-digital converters with wide dynamic range, the high data 

rates generated during pulse reception, and the need for processing power. 

Surprisingly, we find that a hand-held two-dimensional array with many of 

the features of the "ultimate" system probably could be built in the not too 

distant future. The most serious limitation is currently memory bandwidth, 

which limits the amount of data stored after each pulse. However, the "ul­

timate" system is wasteful of electronic resources and is probably not the 

best way to design a two-dimensional imaging ultrasound array. Because the 

data rate is limited by memory bandwidth and the frame rate is limited by 

processing speed, multiplexing can be used to reduce the component count 

and data acquisition rates without loss of capability. 

Figure 6-3 illustrates a promising concept - a confocal two-dimensional 

imaging ultrasound array - which has important advantages for image qual­

ity and could be constructed in the near future. In this concept, the aperture 

of the array is made sufficiently large (lOx 10 cm2
) to focus each transmitted 

pulse into a small voxel inside the patient of volume,....., A3 , where A is the 

ultrasound wavelength. The beam pattern for the return signal is similarly 

focussed on the same voxel, so that the return from each pulse gives the 

image from one spot inside the patient. The full image is then constructed 

by scanning the focal spot across a two-dimensional sheet inside the patient, 

at one pulse per voxel. The advantages of confocal imaging are insensitiv­

ity to diffuse scattering, because the signal from the focal voxel is heavily 

weighted, and tolerance of aberrations, because both the transmitted and 

received signal follow the same path through the medium. Confocal imag­

ing was developed for optical microscopy and is used as a powerful tool to 

79 



/ 
/ 

/ 
/ 2D array 

/ 
/ .- .- 10cm x 10cm -/ -.- 100 x 100 elements 

/ --voxel at-- .-

in 
patient , 

" " " " " , scan time 2.5 sec , 
1/1 aperture , 100 x 100 2D image , , 4kHz rep rate 

~ 

Figure 6-3. Schematic diagram of confocal two-dimensional ultrasound array. 
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provide sharp images from the interior of strongly scattering media such a 

biological samples, for which conventional microscopy gives poor results. Fo­

cussing of both the transmitted and received beams is currently used with 

one-dimensional ultrasound arrays to improve intensity, but the focal spot is 

not small enough for good imaging, due to the small numerical aperture, par­

ticularly in the vertical direction. Confocal imaging has been used for special 

ultrasound applications with very good results. The primary disadvantage 

of all confocal systems is the time required to form the scanned image. For 

medical ultrasound the maximum pulse rate is limited by the speed of sound 

to < 5 kHz, so that", 2 sec are required to form a 100x 100 pixel image. 

Because a confocal ultrasound system samples only one voxel per pulse, 

the data rate, storage, and computational requirements are far less than 

those for the "ultimate" system discussed above. Figure 6-4 illustrates one 

example of how multiplexing can be used to reduce the component count 

and requirements for the receive electronics of a confocal ultrasound array. 

Because the received signal is needed only at a single time following the pulse, 

a track-and-hold amplifier can be used for each element to record the analog 

signal, which is digitized later by a small number of multiplexed analog-to­

digital converters, and summed to obtain the intensity at the focal voxel. 

For example, as illustrated in Figure 6-4, one analog-to-digital converter can 

readout each row of a 100x 100 array, reducing the number of ADC's by the 

multiplexing ratio 100:1. Because the delay time resolution is determined 

by the track-and-hold amplifier, the digitizing rate of the analog-to-digital 

converter can be relatively slow", 400 KHz, just fast enough to readout the 

elements in each row following each pulse. The reduced number of converters 
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Figure 6-4. Block diagram of the electronics for confocal ultrasound array. 
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and their reduced speed greatly eases constraints power consumption, so 

the system can be built with current technology. Similar configurations of 

multiplexed analog-to-digital converters have been used to make low-cost 

visible imaging arrays fabricated with CMOS technology. 

The field of micro electromechanical systems (MEMS) has developed 

rapidly in the last decade as an offshoot of integrated circuit processing 

technology. In addition to micromotors and smart sensors, it is now possible 

to design entire systems incorporating mechanical and electronic elements 

on one chip. An overview of recent developments in this area is given in 

the 1995 JASON report "Micro Electro-Mechanical Systems". The field of 

medical ultrasound imaging can profitably make use of developments in the 

MEMS area to design and fabricate new types sensor arrays. 

One possible application for MEMS technology in ultrasound is the in­

tegrated capacitive sensor illustrated in Figure 6-5. As shown, a capacitor 

is formed by two plates: a flexible silicon nitride diaphragm coated with a 

metal film and a fixed metal film plate attached to the substrate. Small dis­

placements register as changes in capacitance between the plates which can 

be measured via a charge amplifier. Capacitive pressure sensing is a well­

established technique favored for its high sensitivity and for the simplicity 

of the sensing element; a common application is in condenser microphones. 

Fabrication of capacitive pressure sensors using integrated circuit technology 

for micro-electromechanical systems has been accomplished using a number 

of different techniques. Figure 6-5 illustrates one approach: a window con­

taining a flexible free-standing silicon nitride membrane is fabricated in a Si 
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Figure 6-5. Schematic diagram of capacitive ultrasound sensor made using MEMS technology. 
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wafer using an anisotropic etch on the back side of the wafer. When the Si 

chip is bonded to a separate glass substrate via a spacing layer, the capacitive 

sensor is formed. Because the gap between capacitor plates can be made quite 

small, the sensor can have excellent sensitivity. The frequency response of 

freestanding membranes is limited by mechanical "drumhead" resonances of 

the membrane, and is probably inadequate for most ultrasound applications. 

In order to improve the ultrasonic response, and to obtain good acoustic 

impedance matching, the diaphragm can be immersed in fluid. If sufficiently 

light and flexible, the diaphragm accurately follows displacements of the fluid 

as desired, and its harmonic motion is heavily overdamped. As receivers, ca­

pacitive sensors generally have better sensitivity than piezoelectric elements, 

and when immersed, could give excellent acoustic impedance matching and 

wide band frequency response for ultrasonic signals without unwanted ringing 

or phase shifts. Small numbers of capacitive pressure sensors have been fab­

ricated using current MEMS technology. The extension of these techniques 

to large arrays of capacitive ultrasound transducers appears to be relatively 

straightforward. A drawback of capacitive ultrasound sensors is the need for 

a separate piezoelectric array to generate the transmitted pulse. For some 

special applications such as bistatic or multistatic ultrasound systems, this 

is not a problem .. 

It is interesting to note that capacitive sensors of the type shown in 

Figure 6-5 can be used as ultrasound sources analogous to electrostatic loud­

speakers, although the maximum power generated appears to be insufficient 

for medical ultrasound. The electrostatic energy of the capacitive sensor is 

U = (1/2)CV2 where V is the applied voltage and C = EA/d is the capaci-
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tance with A the area, d the plate separation, and c the dielectric constant. 

The pressure created by an applied voltage is p = -U lAd. Because the plate 

spacing can be quite small, d '" 10/lm, modest voltages applied across the 

capacitor create large electric fields comparable to those used in electrostatic 

loudspeakers. The force of the applied electric field on a charged membrane 

immersed in fluid is directly transferred to the fluid if the membrane is suf-

ficiently light and flexible. For water the high dielectric constant c = 80 at 

low frequencies increases the capacitance and thus the pressure. Using these 

expressions for the example above, we find that a modest applied voltage 

V = 10 V produces a sound pressure of 5 N/m2 in air and 400 N/m2 in wa­

ter; the latter corresponds to a sound intensity'" 0.1 W 1m2 in water. These 

sound levels are large enough to be interesting and perhaps useful for spe-

cial applications, but are much lower than those generated by piezoelectric 

transducers. 

6.3 Floating Point Analog to Digital Conversion for 
Ultrasound Applications 

When converting analog signals, such as those from acoustic transducers 

in ultrasound systems, which have a large dynamic range ",106 but do not 

require comparable precision, a floating point analog-to-digital converter can 

be used. A floating point ADC preserves the precision of the signal without 

needing a higher resolution converter or introducing the uncertainty associ-

ated with swept gain amplifiers. This technique is used at low precision in 

companding A-law and /l-law codecs to represent analog signals in digital 
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telephone systems. 

A floating point analog-to-digital converter accepts an analog signal and 

outputs a floating-point number. The output has three components: sign s, 

fraction j, and exponent n. The value represented by a particular s, j, and 

n is given by the mapping function 

where K is a scale factor, and j and n are binary numbers. To repre­

sent ultrasound data, for example, we could use a 15-bit number with a 

lO-bit fraction and a 4-bit exponent. This gives an unscaled range from 0 

to ±33, 521, 664 (1023 x 215) with a resolution at value N of max(l, 10-3 N). 

With an appropriate scaling factor, the dynamic range is 30 n V to 1 V with 

all signals over 30 It V having a constant precision of 10-3 . 

An analog signal can be directly converted to an N-bit floating point 

number in N successive approximation steps using the circuit shown in Figure 

6-6. The logic follows the following sequence: 

1. The fraction j is initialized to have a leading 1 and the remaining bits 

set to zero. 

2. For the first comparison step the input signal, scaled by the exponent, 

is compared to zero. If negative the sign bit is set and the signal is 

multiplied by -1 for the remaining steps. 

3. For each bit ni of the exponent n from left to right, the bit ni is cleared 

and the input signal scaled by 2-n K is compared to the fraction j 
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which was set at half range in step 1. If the signal is larger than half 

range, ni is set. If the signal is smaller than half range, ni remains 

cleared. In either case we advance to bit ni+l for the next cycle. 

4. For each bit Ii of the fraction I, set Ii and compare the input signal 

scaled by 2-n K to I. If the scaled signal is greater than I, Ii remains 

set; otherwise Ii is cleared. In either case, advance to bit Ii+l for the 

next cycle. 

After 15 cycles, this procedure computes the values of s, n, and I that 

map to the value closest to the input signal. 

A floating point analog-to-digital converter is much easier to construct 

and operates faster than a linear converter with the same dynamic range. 

A linear ADC with the same dynamic range as our I5-bit floating-point 

example would require 25 bits. It is infeasible with existing technology to 

fabricate a digital-to-analog converter with sufficient linearity to build such 

an ADC. Even if it were possible, such as converter would take 25 successive 

approximation cycles, and some cycles would need greater time for signals 

to settle to very high precision. The floating-point converter will need to be 

calibrated to correct for imperfections in its 2-n stage. This is much easier 

than calibrating a linear converter, as we need only store 15 correction factors 

(one for each non-zero exponent) rather than 225• 

Compared to a swept-gain amplifier, the floating-point ADC has two 

advantages. First, all signals acquired are of the same known scale. This 

simplifies combining signals taken at different times, for example during beam 
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forming. Second, the floating-point ADC applies its large dynamic range to 

all input samples. Thus small samples taken near zero crossings of the signal 

during the early part of an echo when the envelope of the signal is large and 

the gain small will be digitized with full precision. With swept gain and a 

linear ADC with the same number of bits, such signals would be digitized 

with much lower precision. 

6.4 Conclusions 

Medical ultrasound imaging systems are highly sophisticated in many 

respects. They have evolved since their invention over thirty years ago, and 

certain aspects of their design reach back to that time. In this section we have 

attempted to demonstrate that rapid advances in integrated electronics have 

created opportunities for the implementation of fully two-dimensional ultra­

sound imaging systems. Two dimensional ultrasound arrays should permit 

sharper two-dimensional images of tissue by focussing in the vertical direc­

tion, and they can make fully three dimensional images. With integrated 

sensors and electronics two-dimensional arrays may become cost effective 

adjuncts or replacements for magnetic resonance imaging and other three 

dimensional imaging technologies. 

90 



7 LOW-POWER AID CONVERSION 

7.1 Overview 

We have already pointed out the importance of low-power analog-to­

digital (AjD) conversion for large ultrasound arrays. This report analyzes 

the power dissipation of a straightforward AjD converter. 

7.2 Block Diagram 

Figure 7-1 shows a block diagram of a typical AjD converter. Each 

sample interval an analog input signal is placed on the positive input of a 

comparator. The "logic" and "D I A" blocks then generates a series of voltages 

to which the input is compared. The output is generated as a result of these 

comparisons. 

Different styles of AID converters vary the sequence of voltages being 

compared and the manner in which they are generated. Some popular styles 

include: 

1. Successive Approximation: The logic generates a series of voltages that 

perform a binary search for the input voltage by repeatedly halving the 

interval in which the voltage may be contained. This generates an b-bit 

digital output in b steps with the output of the comparator containing 
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the bits of the output MSB-first. The binary search can be performed 

serially in a single stage or as a pipeline of stages, one per bit. 

2. Slope or Dual-Slope: The logic generates a "ramp" independent of the 

comparator output and the point at which the comparator switches 

indicates the input voltage. The ramp is usually generated by an ana­

log integrator while the time interval is measured by sampling a free­

running counter. This method requires 2b steps to generate an b-bit 

output. 

3. Oversampled: The logic closes a loop that "delta-codes" the input. 

That is the logic counts up when the output of the comparator is one 

and down if it is zero. Some converters use delta-sigma rather than 

straight delta coding. In either case an integrator can be used to gener­

ate the voltages eliminated the need for a full D / A. The output stream 

is decimated to produce an b-bit digital signal at 2-b the original sample 

rate. These converters are popular in systems where the oversampling 

and decimation obviate the need for analog anti-aliasing filters with 

sharp cut-offs. 

4. Flash: A flash converter performs all of the operations of a slope con­

verter, but in parallel rather than serially. A resistive or capacitive 

voltage divider generates 2b equally-spaced voltages and 2b compara­

tors compare the input signal to all of these voltages simultaneously. 

A log-depth logic circuit encodes the output of the comparators into 

a b-bit signal. Flash converters are used in situations where very low 

latency is required. For total throughput a successive approximation 

converter is preferred as b successive approximation converters have the 
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same throughput as a single flash converter at bl2b the cost. 

5. Hybrid: A hybrid converter is a successive approximation converter 

that uses an m-bit flash converter at each stage to perform a b-bit con­

version in blm steps. Rather than using a D/A in a feedback loop, the 

signal is usually recentered and rescaled between each step to perform 

the 2m -ary divide and conquer search. 

7.3 Power Calculation 

Consider the problem of performing a b bit AID conversion with sample 

rate f. If a successive approximation converter is used, the energy required 

for the conversion is 

where Ec is the energy required per comparison, ES1V is the switching energy 

of the technology, 9 gates switch for the logic to prepare for each comparison, 

and Esda is the D I A conversion energy. Each of these components of power 

is dealt with in more detail below. 

The slope-based and oversampling converters require considerably more 

power than this because although they have simpler logic and D I A com­

ponents this advantage is overwhelmed by the fact that they perform 2b 

comparisons to convert a b-bit number rather than b. 
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7.3.1 Comparator 

The comparator can be realized as a clocked sense-amplifier, as a static 

differential amplifier, or as an inverter with a switched capacitor input. In the 

case of the static amplifier, the current bias is set so it has just enough output 

current to swing its output capacitance in one bit time. A self-biasing circuit 

can be used to adjust the current source to this minimum current value. The 

output capacitance includes the self capacitance of the amplifier, a small 

amount of wiring capacitance, plus a minimum-sized inverter to buffer the 

signal for distribution to the logic. If transistor sizes are kept small a total 

capacitance of 50fF is reasonable in an O.5J1.m process. Assuming half the 

bias current goes into the output and a 3.3V supply voltage this gives a 

comparison energy of 

Ec = 5 x 10-14 (3.32)(2) ~ IpJ 

With the clocked sense amplifier the clock load is increased by about lOfF to 

drive isolation devices and to gate on the amplifier current source. Also the 

regenerative feedback slightly increases the self-capacitance of the amplifier, 

to about 70fF for typical device sizes. Thus a clocked sense-amp would 

have a slightly higher comparison energy of about 1.6pJ but would have the 

advantage of not requiring a speed-dependent bias current. 

An inverter with a switched input capacitor would have a somewhat 

larger power dissipation as it requires a DC current (when operated in the 

middle of its range), current to charge its input capacitor, and clock power 

to drive the switches. 
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7.3.2 D/A 

The D/ A converter can be realized using switched capacitors, with an 

R-2R ladder, or with a series of progressively-sized transistors. The R-2R ap­

proach will not be considered as precise-valued resistors are hard to fabricate 

on an MOS integrated circuit. 

The switched capacitor D I A takes advantage of the subdivision prop­

erty of the voltage sequence in a successive approximation AID converter to 

produce the required voltage sequence by charge sharing between two equally 

sized capacitors. Initially one capacitor is charged high and the other low 

to bound the interval. A capacitive voltage divider is then used to find the 

midpoint of the interval. This midpoint voltage is then placed on one of the 

two capacitors to define the next interval and the process is repeated. 

This approach requires two voltage followers that must have enough bias 

current to copy voltages accurately in a bit time. With lOOfF capacitors, each 

follower would consume about 2pJ per bit and another 2pJ would be used in 

charging each capacitor for a total of 8pJ per bit. 

The transistor approach, which to my knowledge is original, replaces the 

negative input of the comparator with a parallel connection of NFETs with 

progressively increasing sizes. Rather than being connected to an analog 

voltage, the gates of these transistors are directly controlled by the logic. 

They are sized so that the comparator will "trip" when the input voltage 

exceeds the binary value encoded on the transistor gates. The sizes are not 
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simply powers of two, but rather must match the quadratic I-V characteristic 

of the MOSFET. 

The only power consumed by this approach is caused by the increased 

capacitive load on the output of the logic which switches at most once per 

cycle. For small b, this load is small but for large b it increases exponentially. 

A rough expression for the energy required per bit is: 

For an 8-bit signal, this is just O.2pJ per bit. 

Alternatively power-of-two sized transistors can be connected to a polysil­

icon load resistor to generate a voltage that is a linear function of the binary 

input. This will roughly double the comparison energy. 

In either case, capacitance is minimized by using a minimum sized device 

in the middle of the size range and using devices with minimum Land W > L 

in the upper half of the range and minimum Wand L > W in the lower half 

of the range. 

7.3.3 Logic 

The logic required for a serial successive-approximation converter is a 

register to hold each bit of the current digital value, and ring-counter shift 

register to select the next bit to update, and a MUX to select the input to 

each bit of the register. Each register bit toggles exactly once per conversion 
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cycle as does each ring counter bit. If we count switching each rebrister as 

four switching events and add two switching events for the associated MUX, 

the constant 9 is 10 switching events per bit. With an Esw of O.lpJ this gives 

a logic energy of 1 pJ per bit. For a pipelined converter the ring counter and 

multiplexer are not required reducing this power slightly. 

7.3.4 Example 

For example a b = 8-bit converter with a transistor D / A operating at 1 

MHz would have a total power dissipation of 

Psa = 8 x 106(lpJ + O.2pJ + IpJ) ~ 20p,W . 

Even if we increase this by a factor of 5 to use the 1.6pJ sense amp, the 8pJ 

capacitive D/ A and to account for overhead, the power is still only lOOp,W. 

7.4 Other Issues 

7.4.1 Resolution and Linearity 

To operate at very low power, one uses minimum sized devices. These 

devices can have relatively large parameter mismatch (on the order of 10%) 

which limits the linearity of the converter. It is more power efficient to correct 

these linearities digitally via a PROM than it is to increase the component 

size to eliminate them. 
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To get adequate resolution in the presence of mismatches, capacitor 

leakage, and other effects, the converter may have to produce more bits 

of intermediate result than are required in the final linearized result. The 

converter must resolve voltage steps that are no more than one LSB apart. 

Usually adding one additional bit is sufficient to provide this spacing. 

7.4.2 Low-Voltage Operation 

The analysis above has not considered the possibility of voltage scaling. 

If the circuit is operated slowly, the supply voltage can be reduced which 

reduces power quadratically. While very slow circuits can be operated in the 

subthreshold region, most practical circuits are limited to supply voltages of 

about IV to remain comfortably above the device threshold. At IV power 

is reduced by a factor of 9 over the numbers calculated above. Low voltage 

operation does require that the input voltage be scaled to the small power 

supply. 
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