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$1.0 \int_{\text {INTRODUCTION }}^{\text {A small JASON study } 8}$ picked up the cudgels again in summar 1982 an speech problems. The problems addressed, were word spotiting in continuous speech, speaker recognition, speech intelligibility, and automatic discrimination between a pair of speakers.

A11. of these appear to be very difficult prgblems indeed, yet representative of typical problems in the field. Accordingly, we decided to view them as paradigms and so sought to devise, or at least have a look at, highly novel orentried methodologies which might prove useful here or elsewhere.

In the course of this report, we will describe several of the ideas we have come up with.

This.
fitte report falls naturally into two contains•"sómè perifheral rèmarks on speech modeling, introduces a fairly modeling of speech wave forms, together with some considerations relevant to deterninung the parameters of the non-linear modeling. The major thrust of this porion, however; is the introduction and
description of many of the properties of the bispectrum of time signals. While related to the ordinary spectrum, the bispectrum captures many additional features of the signal. Bispectral analysis has already proven useful in the analysis of water waves and seismic signals; there is every reason to hope that it will be a valuable tool in speech research.
 for estimating the LPC coefficients of a waveform. It is based on the observation that a glven filter transfer function has many
$\mathcal{T}_{\text {realizations }}$ in auto-regressive modeiling, each of which suggest different methods of finding the coefficients. It serves, for one thing, to explain fully why running the waveform backwards gives essentially the same coefficients as running it forwards.

Th_re was some additional speech related activity; due principally to $W$. Press, with an appendix by 0 . Rotizul, but this material is being published separately.

During the course of our summer study, we had the opportunity to talk profitably with visitors, two from CRD: Lee Neuwirth and Allen Foritz, and c': from NSA: Edward P. Neuburg. We thank them all for their useful comments.


1. The signal processing techniques are almost entirely linear up to the ilgital decision, e.g., whether a format was present or not. Yet it is well known that the huvan mechanisms for producing speech contain non-linear elements ${ }^{(1)}$ and the literature on the psychophysics or detection of beats establishes that within the human auditory sy:iem there are some processes that imply envelope detection.
2. The current speech algorithms are almost all based on using minimum least squares as a measiare of goodness of fit. (2) It is well known that the use of such a norm puts a heavy emphasis on "outliers" and increases the vulnerability of the algorithms to distortion by noise. We do not know of any exploratory effort to use other nor 28 , for example, absolute mean deviations, nor to adaptivily aster measures of goodness in response to changing signal to noise conditions.
3. Spectral methods used in speech analysis are those that have been widely used and whose deficiencies have only recently been recognzed. In these methods, in order to obtain a reliable estimate of the power spectrum where noise is present, there is a smoothing of the autocovariance function by a time domain window before its Fourier transform is taken or equivalently the squared magnitude of the Pourier transtuxm is smoothed. These methods have two grave deficiencies. The smoorining altery the pi:ysically measured quantities; the data is deliberately distorted for mathematical simplicity. Secondly, there is the implied assumption that the autocovariance vanishes outside the time period which is being analyzed. In the maximum entropy spectral
analysis (MESA), the estimator uses assuming maximum uncertainty about: under analysis.(3) In the Maximum analysis the window is computed at adapts itself to the signal plus noise under analysis.(4) We do not know of the exploitation of these techaiques in the analysis of speech. This is surprising in that they are optimal estimators for autoregressive (all pole) time serfes while the classical techniques are more appropriate for moving average (all zeros) time series.
4. It is universally assumed that the $q$ tatistics of speech can be described using parametric statistics. Indeed, it is comonly assured that the statistics of speech are Gaussian. The highly structured nature of speech makes these assumptions linghly questionable. In speech as in many other areas of statistical analysis it is assumed that a minor error in the mathematical model causes only a small error in the final results. Unfortunacely this does not always hold true. During the past two dedades it has become increasingly clear that common statistical procedures, particularly those optimized for an underlying Gaussian distribution, are exceedingly sensitive to seemingly minor deviations from the assumption. $(5)_{*}$ These comments are ciosely allied to comment 2 above. We knoc of no application of non-parametric statistics or robust methods to the analysis of speech.
[^0]The above points in fact are the outline of what could be an extensive speech research program. In this note, we consider only the first point by examining one method for analyzing the non-linear characteristics of speech.

A possible mathesatical model for speech is one in which an input signal $x(t)$ is operated on py a "black box" which forns $x(t)$ into the actual speech $y(t)$. For the purposes of the model the black box is assumed to be time invariant (stationary) and the input $x(t)$ has a finite power

$$
\begin{equation*}
\frac{1}{2 T} \int_{-T}^{T} x^{2} d i<d \tag{3.1}
\end{equation*}
$$

where $2 T$ is the duration of the input. A general functional representation of the output $y(t)$ can be written as

$$
\left.y(t)=\int h_{1}(\tau) x(t-\tau) d \tau+\iint h_{2}\left(\tau_{1}\right\} \tau_{2}\right) x\left(t-\tau_{1}\right) x\left(t-\tau_{2}\right) d \tau_{1} d \tau_{2}
$$

$$
+\ldots+\int \ldots \int h_{n}\left(\tau_{1}, \ldots f_{n}\right) x\left(t-\tau_{1}\right) \mid \ldots x\left(t-\tau_{n}\right) d \tau_{1} \ldots d \tau_{n}
$$

Such a representation was studied in detail by Volterra( ${ }^{(6) \text { in }}$
the early 20 th Century and extended
Weiner. (7) statistical problems by
We need not concern ourselpes with the exact domain of validity
of such an expansion, though the alert reader will recognize its
relation to the Wierstrass Approximation Theorem. For the purposes of the present treatment; the functions $h_{i}$ in Equation (3.2) can be considered generalized functions, and contain delta functions and derivatives thereof. (8) With this generasity available, there is no point letting the black box depend on the derivatives of the input $x(t)$, since this can now be absorbed into the kernels $h_{1}$.

Even more critically, if we are working perforce with discrete inputs and outputs, derivatives are replaced by finite differences.

The leading term on the right hand side of Equation (3.2) is the basis of the linear examination of speech and many other probleas in signal processing. The higher order terms have received far less attention, though Wiener's and Volterra's work has recently been treated in detail by Schetzen ${ }^{(9)}$ and Rugh. (10)

The most natural case to consider in speech modeling, since it is next most difficult to the linear, is to assume the functionsl depends on $x(t)$ only up to the quadratic terns:

$$
\begin{equation*}
y(t)=\int h_{1}(\tau) x(t-\tau) d \tau+\int h_{2}\left(\tau_{1}, \tau_{2}\right) x\left(t-\tau_{1}\right) x\left(t-\tau_{2}\right) d \tau_{1} d \tau_{2} \tag{3.3}
\end{equation*}
$$

We may assume without losing generality that $h_{2}$ is a symetric function of its argumencs. This being done, the filter functions $h_{1}$ and $h_{2}$ may be extracted in a variety of ways. One
method, for example, is to look at soaled up output for scaled down excitation, since, regarding $y(t)$ as functional of $x(t)$, we may rurite

An alternative procedure is to note that

$$
\begin{equation*}
\left.2 \int h_{1}(\tau) x(t-\tau) d \tau=q[x(t)]-\right\}[-x(t)] \tag{3.5}
\end{equation*}
$$

In actual practice, the las 4 suggests a way of pulling the linear part of the filter out of the speech signal, though it requires us to assume that the glottal pulse excitation has a very high power at the fundamental frequency relative th the power at the harmonics. For with this assumption, $-x(t)$ is approximately $x(t)$ translated by half a pitch period.

With the linear part known, we know by subtraction the quantity
and then

$$
\begin{aligned}
& \iint h_{2}\left(\tau_{1} \tau_{2}\right) x\left(t-\tau_{1}\right) x\left(t-\tau_{2}\right) d \tau_{1} d \tau_{2}, \\
& \iint h_{2}\left(\tau_{1}, \tau_{2}\right) x_{1}\left(-\tau_{1}\right) x_{2}\left(t-\tau_{2}\right) d t_{1} d t_{2},
\end{aligned}
$$

where $x_{1}$ and $x_{2}$ are independent and arbitrary excitations, can be obtained by the familiar process of polarizing a quadratic form to get the underlying symmetric bilinear form.

The mathematical procedure above is probably not the one to use in practice. The proper procedure is probably to assume the excitation, and then get $h_{2}\left(\tau_{1}, \tau_{2}\right)$ by Fourier analysis.
4.0 FREQUENCY DOMAIN REPRESENTATION OF NONLINEAR SYSTEMS

The linear impulse function $H_{1}(\tau)$ has a corresponding
transfer function in the frequency domain, $L(f)$, defined by

$$
\begin{equation*}
h_{i}(\tau)=\int L(f) e^{-2 p i f \tau} d f \tag{4.1}
\end{equation*}
$$

Similarly, the quadratic impulse function $h_{2}\left(\tau_{1}, \tau_{2}\right)$ has an allied transfer function $Q\left(f_{1}, f_{2}\right)$ given by

$$
\begin{equation*}
h_{2}\left(\tau_{1}, \tau_{2}\right)=\iint Q\left(f_{1}, f_{2}\right) e^{-2 \pi i\left(f_{1} \tau_{1}+f_{2} \tau_{2}\right)} d f_{1} d f_{2} \tag{4.2}
\end{equation*}
$$

assuming that the integrals in Equations (4.1) and (4.2) exist. Higher order terms in the functional expansion in Equation (3.2) will similarly have associated with them higher order transfer functions.

The analysis of linear systems has been greatly aided by the fact that convolution in the time doman is equivalent to multiplication in the frequency domain. A similar result holds for nonlinear systems except that multiple order transformations must be used. If $x\left(t_{1}, \ldots, t_{n}\right)$ is an integrable detepministic function then its transform pairs are

$$
\begin{aligned}
x\left(f_{1}, \ldots, f_{n}\right)= & \int \ldots \int x\left(t_{1}, \ldots, t_{n}\right) \\
& e^{2 \pi i\left(f_{1} t_{1}+\ldots f_{n} t_{n}\right)} d t_{1}, \ldots, d t_{n} \\
x\left(t_{1}, \ldots, t_{n}\right)= & \int \ldots \int x\left(f_{1}, \ldots, f_{n}\right) \\
& e^{-2 \pi i\left(f_{1} t_{1}+\ldots+f_{n} t_{n}\right)_{d f_{1}} \ldots, d f_{n}}
\end{aligned}
$$

If $x(t)$ is a stochastic function; these integrals are replaced by Pourier-Stieltjes integrals.

The value of the higher order transform theory lies in that

$$
f \ldots \int h_{n}\left(\tau_{1}, \ldots, \tau_{n}\right) \times\left(\tau_{1}-\tau_{1}, \ldots, t_{n}-\tau_{n}\right) d \tau_{1} \ldots d \tau_{n}
$$

has an nth order transform

$$
H_{n}\left(f_{1}, \ldots, f_{2}\right) x\left(f_{1}, \ldots, f_{n}\right)
$$

For example, the quadratic term in Equation (2.2),

$$
\begin{equation*}
y\left(t_{1}, t_{2}\right)=\iint h_{2}\left(\tau_{1}, \tau_{2}\right) x\left(t_{1}-\tau_{1}\right) x\left(t_{2}-\tau\right) d \tau_{1} d \tau_{2} \tag{4.3}
\end{equation*}
$$

will have in the frequency domain the corresponding relation

We are, of course, interested only in the special case $t_{1}=t_{2}$ $y_{2}(t)=y_{2}(t, t)=\iint h_{2}\left(\tau_{1}, \tau_{2}\right) x\left(t-\tau_{1}\right) x\left(t-\tau_{2}\right) d \tau_{1} d \tau_{2}$
the quadratic term in the fupctional expansion ia Equation which is the quadratic term in the fupctional expansion in Equation
(3.2).
In constructing mathematical models for speech, one should inquire as to whether the higher orde functionals in Equation (3.2) are of significance. We can explore this question by examining the higher order statistics of the speech signal $y(t)$. We assume that $y(t)$ is a stationary random function of time; any trends have been removed prior to analysis. The spectral representacion of $F(t)$ is given by the Fourfer-Stieltjes integral

$$
y(t)=\int d^{2 \pi i f t} d z(f)
$$

The ordinary (second order) spectral density of $y(t)$ is defined by $P(f) d f=E[d Z(f) d z(-f)]$
The power spectrum $P(f)$ is related to the autocovariance function $R(T)$

$$
P(f)=\int R(\tau) e^{-2 \pi i f \tau} d \tau
$$

where $R(\tau)$ is defined by the ensemble mean

$$
R(\tau)=\mathbb{E}[y(t) y(t+\tau)]
$$

or

$$
R(\tau)=\frac{1}{2 T} \int_{-T}^{T} y(t) y(t+\tau) d t
$$

if time averaging is equivalent to ensemble averaging.

Higher order spectral densities can similarly be defined. In particular the third order or bispectral density $B\left(f_{1}, f_{2}\right)$ is defined by

$$
\begin{equation*}
B\left(f_{1}, f_{2}\right) d f_{1} d f_{2}=E\left[d Z\left(f_{1}\right) d Z\left(f_{2}\right) d Z\left(f_{3}\right)\right] \tag{4.5}
\end{equation*}
$$

with $f_{1}+f_{2}+f_{3}=0$.

The bispectrum $B\left(f_{1}, f_{2}\right)$ is related to the ensemble average of the third order lagged product by

$$
B\left(f_{1}, f_{2}\right)=\iint S\left(\tau_{1}, \tau_{2}\right) e^{-2 \pi i\left(f_{1} \tau_{1}+f_{2} \tau_{2}\right)} d \tau_{1} d \tau_{2}
$$

where

Equations (4.4) and (4.5) provide insight into the interpretation of the spectrum and bispectra. The spectrum represents the contribution to the mean square Fourier components whose frequencies add to zero. The bispectrum represents the contribution to the mean cube from the product of those three Fourier components whose resultant frequency is zero.

Equations (4.4) and (4.5) lead immediately to the symmetry relations for the spectrum and isispectrum

$$
P(f)=P(-f)
$$

and $B\left(f_{1}, f_{2}\right)=B\left(f_{2}, f_{1}\right)=B\left(f_{1},-f_{1}-f_{2}\right)$
$=B\left(-f_{1}-f_{2}, f_{1}\right)=B\left(f_{2},-f_{1}-f_{2}\right)$
$=B\left(-f_{1}-f_{2}, f_{2}\right)$.

The spectrum is real and is determined by its values on the half line. The bispectrum is complex and is determined by the values in an octant; for example $0<f_{1}<\infty, 0<f_{2}<f_{1}$

The dimensionless ratio

$$
\frac{E\left(y^{3}\right)}{\left[E\left(y^{2}\right)\right]^{3 / 2}}
$$

is called the skewness and is usually finite for non-Gaussian processes. A related ratio for the bispectrum, called bicoherel.cy is:

$$
\frac{B\left(f_{1}, f_{2}\right)}{\left[P\left(f_{1}\right) P\left(f_{2}\right) P\left(f_{3}\right)\right]^{1 / 2}}
$$

where $f_{3}=-f_{1}-f_{2}$. It may be computed in practice as follows. Pass the signal $y(t)$ through three band pass filters centered at $f_{1}, f_{2}$, and $\left(-f_{1}-f_{2}\right)$ respectively, each with band width $\Delta$, to get three new signals $y_{1}(t), y_{2}(t), y_{3}(t)$ respectively.

Then the ratio

$$
\frac{E\left(y_{1} \cdot y_{2} \cdot y_{3}\right)}{\left[E\left(y_{1}^{2}\right) E\left(y_{2}^{2}\right) E\left(y_{3}^{2}\right)\right]^{1 / 2}}
$$

is (approximately) the bicoherency times $\Delta^{1 / 2}$. Narrowing the filter width $\Delta$ is equivalent to time averaging over increasing time interals $1 / \Delta$.

In order to acquire some intuition about the bispectrum, its properties and yossible applications, we consider four simple problems.

First, let $\because$ assume we have a signal process $y(t)$ derived from an excitation process $x(t)$ by $y(t)=\int h(\tau) x(t-\tau) d \tau$. If we now assume we can compute the bispectra from the Fourier transform of lagged triple products by time averaging; then we obtain by a simple formal manipulation (which would probably be hard to justify in all details):

$$
\begin{equation*}
B_{y}\left(f_{1}, f_{2}\right)=B_{x}\left(f_{1}, f_{2}\right) H\left(f_{1}\right) H\left(f_{2}\right) H\left(-f_{1},-f_{2}\right) \tag{5.1}
\end{equation*}
$$

where $B_{x}$ and $B_{y}$ are the bispectra of input and output processes respectively and $\hat{H}$ is the Fourier transform of the filter, i.e.,

$$
H(f)=\int h(\tau) e^{-2 \pi i \tau f} d \tau
$$

The important relation (5.1) already begins to show us some of the utility of the bispectrum. Unlike the power spectrum, we see that the bispectrum of the output process depends on the phase relations in the Fourier transform of the filter function.

Carrying the analysis a little further, let us note that the triple lagged correlation for Gaussian white noise is identically zero, hence the bispectrum of Gaussian white noise is zero. We conclude:

- The bispectrum of linearly filtered Gaussian white noise is zero.
o To the extent fricative sounds may be modeled on linearly filtered Gaussian noise, we expect then they have zero bispectrum.

0 The bispectrus of a pure sinusoidal signal is zero. On the other hand, the bispectrum of the glottal pitch excitation will only show peaks at pairs of frequencies, each of which are multiples of the fundamental frequency. This study suggests that the bispectrum of voiced sounds will show peaks along certain lines radiating from the origin.

Next, consider a signal $x(t)$ that consists of two cosine waves with differing frequencies and phase

$$
x(t)=A \cos \left(2 \pi f_{1} t+\phi_{1}\right)+B \cos \left(2 \pi \dot{f}_{2} t+\phi_{2}\right)
$$

The signal is passed through a quadratic device to yield a nev signal $y(c)$

$$
y(t)=x^{2}(t)
$$

$$
=A^{2} \cos ^{2}\left(2 \pi f_{1} t+\phi_{1}\right\}+B^{2} \cos ^{2}\left(2 \pi f_{2} t+\phi_{2}\right)
$$

$$
+2 A B \cos \left(2 \pi f_{1} t \phi_{1}\right) \cos \left(2 \pi f_{2} t+\phi_{2}\right)
$$

which can be written as

$$
\begin{aligned}
y(t)= & \frac{1}{2}\left(A^{2}+B^{2}\right)+\left(A^{2} / 2\right) \cos \left[2\left(2 \pi f_{1}+\phi\right)\right] \\
& +\left(B^{2} / 2\right) \cos \left[2\left(2 \pi f_{2}+\phi_{2}\right)\right] \\
& +A B\left\{\cos \left[2 \pi\left(f_{1}+f_{2}\right)+\left(\phi_{1}+\phi_{2}\right)\right]\right. \\
& \left.+\cos \left[2 \pi\left(f_{1}-f_{2}\right)+\left(\phi_{1}-\phi_{2}\right)\right]\right\}
\end{aligned}
$$

The squaring operation thus produces $a D C$ component, $1 / 2\left(A^{2}+B^{2}\right)$, components at twice the frequencies initially present and heterodyne. frequencies at $f_{1}+f_{2}$ and $f_{1}-f_{2}$. Such relationships with corresponding phase relation information would readily be picked up in a bispectral analysis.

The next example consists of passing non-Gaussian white noise through a linear device. Consider a stochastic process $x(t)$ with the following properties

$$
\begin{aligned}
& E[x(t)]=0 \\
& E\left[x^{2}(t)\right]=1 \\
& E\left[x^{3}(t)\right]=\beta
\end{aligned}
$$

The characteristics of the linear device are given by the impulse response function $h(\tau)$ or its corresponding transfer function $H(f)$. The spectral density of the process $y(t)$

$$
y(t)=\int h(\tau) x(t-\tau) d \tau
$$

is then

$$
P(f)=|H(f)|^{2}
$$

and the bispectral density is

$$
B\left(f_{1}, f_{2}\right)=\beta H\left(f_{1}\right) H\left(f_{2}\right) H\left(-f_{1}-f_{2}\right)
$$

We next consider a Poisson process. The generated process is of the form

$$
y(t)=\sum_{k} h\left(t-x_{k}\right)
$$

where $\ldots x_{-N} \ldots, x_{-1}, 0, x_{1}, \ldots, x_{k}, \ldots$ are the times of events for a Poisson process with

$$
E\left(x_{k+1}-x_{k}\right)=\mu
$$

The transfer function $H(f)$ is defined by

$$
h(t)=\int H(f) e^{2 \pi i f t} d f
$$

The spectral and bispectral densities are then

$$
\begin{aligned}
P(f) & =\frac{1}{\mu}|H(f)|^{2} \\
B\left(f_{1}, f_{2}\right) & =\frac{1}{\mu} H\left(f_{1}\right) \quad H\left(f_{2}\right) H\left(-f_{1}-f_{2}\right)
\end{aligned}
$$

The last two examples illustrate that different processes can yield similar bispectral. A normalized bispectrum, the bicoherency is defined by

$$
\left.\left.b c=\frac{B\left(f_{1}, f_{2}\right)}{\left[P\left(f_{1}\right) P\left(f_{2}\right)\right.} \right\rvert\, P\left(f_{1}+f_{2}\right)\right]^{1 / 2}
$$

and is $u t \in f u l$ in many applications, for the case of the Poisson process

$$
B c=(\mu)^{1 / 2} \frac{H\left(f_{1}\right)}{\left|H\left(f_{1}\right)\right|}\left\{\frac{H\left(f_{2}\right)}{\left|H\left(f_{2}\right)\right|} \cdot \frac{H\left(-f_{1}-f_{2}\right)}{\left|H\left(-f_{1}-f_{2}\right)\right|}\right.
$$

which exhibits the phase relations between the Erequencies which satisfy the requirement

$$
f_{1}+f_{2}+f_{3}=0
$$

For the case of non-Gaussian noise passed through a. linear device we have that

$$
B C=\beta \frac{H\left(f_{1}\right)}{\| H\left(f_{1}\right) \mid} \cdot \frac{H\left(f_{2}\right)}{\| H\left(f_{2}\right) \mid} \cdot \frac{H\left(-f_{1}-f_{2}\right)}{H\left(-f_{1}-f_{2}\right) \mid} .
$$

As a final example we consider a Gaussian process with zero mean and unit variance

$$
E[x(t)]=0 \quad E\left[x(t)^{2}\right]=1
$$

with a spectral density $X(f)$. We pass the Gaussian process through a nonlinear device. Let $x(t)$ be operated on by the nonlinear device to provide a new process $y(t)$

$$
y(t)=N[x(t)] .
$$

If $N$ is odd in the variable $t$

$$
N(t)=-N(-t)
$$

then the bispectrim vanishes so that it would not be possible to distinguish between a signal $x(t)$ operated on by $N$ and Gaussian noise. For the analysis of odd nonlinear operators we must examine the higher order terms in Equation 3.2. Alternatively, if $N$ contains even terms, for example

$$
y(t)=x(t)+\alpha x^{2}(t)
$$

then the bispectrum no longer vanishe\&. The process has a spectral density

$$
P(f)=X(f)+2 \alpha^{2} \int X(\xi) X(f-g) d g
$$

and a bispectral density

$$
\begin{aligned}
B\left(f_{1}, f_{2}\right)= & 2 \alpha\left[X\left(f_{1}\right) X\left(f_{2}\right)+X\left(f_{1}\right) X\left(f_{1}+f_{2}\right)\right] \\
& \left.+X\left(f_{2}\right) X\left(f_{1}+f_{2}\right)\right]+ \text { terms of fourth order. }
\end{aligned}
$$

For a Gaussian process

$$
E\left[y(t) y\left(t+\tau_{1}\right) y\left(t^{2}+\tau_{2}\right)\right]
$$

vanishes for all $\tau_{1}$ and $\tau_{2}$. Thus if the bispectrum of $y(t)$ is not identically zero then the process is not Gaussian.

## 6.0

NUMERICAL COMPUTATIONS
In actual numerical calculations of real time series a number of computational approaches to estimating the bispectrum have been employed. In the earliest applications, narrow band filtering (complex demodulation) plus averaging in the time domain was used $(11,12,13)$. Haubrich(14) obtained estimates by averaging over several records and Brillinger and Rosenblatt (15) averaged over the frequency domain. With the wide spread use of the Fast Fourier Transform (FFT), averaging over the frequency domain has become more popular.(16) However, the computational aspects of bispectral analysis are still in their infancy as well as the statistical character of the bispectral estimates. Because of this we will rev , the three principal approaches to the estimation of the bispectrum.

With digital sampling at interval $\Delta t$, energy associated with frequencies greater than the Nyquist frequency

$$
f_{N}=(2 \Delta t)^{-1}
$$

appear in the power spectrum in the alias of a lower frequency. It is convenient in numerical work to refer all frequencies to the dimensionless Nyquist units $f / f_{N}$. To avoid aliasing in the power spectrum, one must sample at a rate sufficient to assure that the cumulative spectral density above the unit Nyquist frequency is very
much lower than for frequencies below the unit Nyquist frequency. Similarly, to avoid aliasing in the bispectrum, the bispectrum must be small for all frequencies $f_{1}, f_{2}$ outside the region $\left|f_{1}+f_{2}\right| \leqslant 1$ where $f_{1}$ and $f_{2}$ are measured in Nyquist units. The restriction of this region to the octant $0<f_{1}<1,0<f_{2} \leqslant f_{1}$ yields a triangular region in $f_{1}, f_{2}$ space with the interval $0 \leqslant f_{1} \leqslant 1$ as a base line and the point $(1 / 2,1 / 2)$ as the apex. For a time series sampled at equal time intervals, this triangular fegion completely defines the bispectrum.

High frequencies are often reqoved from a time series by low pass filter. If this procedure is adapted, care must be taken to avoid phase distortion since the bispectrum is a means of investigating phase relations in stochatic processes. For example, if filters of the autoregressive type are to be used, then they should be run twice in opposite directions.

In general, the bispectrum is estimated over some bandwidth $\Delta$. The number of time samples $N_{0}$, required to estimate the bispectrum with a frequency interval $\Delta \Delta$ is at least

$$
N_{0}=\frac{1}{\Delta t \Delta}
$$

The total length of the record $N$ cap be written
where for ease of use of the FFT, $N$ should be a power of 2 and $M$ is preferably an odd integer. It should be noted that the common practice of adding zeros to make $N$ a power of two should be avoided since this distorts the real data. If points need to be filled in, then maximum entropy methods should be employed, or alternatively, one should allow overlap between consecutive records. If one wishes to cover the entire triangular region $0 \leqslant f_{1}<1,\left|f_{1}+f_{2}\right|<1$ with estimates spaced at intervals $\Delta$, then the bispectrum must be evaluated at at least $N_{0}^{2} / 16$ points.

For a given time series, the first step in numerically evaluating the bispectrum is to subtract the mean from all values and remove any linear trend. In order to use the computational advantages of the FFT the time series should be windowed or tapered by multipiying by a function that smoothly decaye to zero at both ends of the time series. A number of techniques for tapering have been suggested in the Ifterature ${ }^{(17)}$ of the form

$$
y^{\prime}(t)=C(t / N) y(t)=C(\tau) y(t)
$$

A widely used family of tapers is the cosine taper defined by

$$
\begin{aligned}
C(\tau) & =1 / 2\left(1-\cos \frac{\pi}{\alpha} \tau\right) \text { for } 0<\tau<\alpha \\
& =1 \quad \alpha<\tau<1-\alpha \\
& =1 / 2\left[1-\cos \frac{\pi}{\alpha}(1-\tau)\right], 1-\alpha<\tau<1
\end{aligned}
$$

For $\alpha=1 / 2$, there is full tapering and the tapering is termed the Manning window.

Tapering before taking the Fourier transform has the advantage of reducing the leakage of spectral peaks to frequencies far away but. it coarsens the spectral resolution by a factor of $(1-\alpha)$ for the cosine tapers. Tapering has the further disadvantage of changing the expectation and variances of the estimates of the spectral and bispectral densities. Huber et al. (is) show that tapering increases the variance of the spectral and bispectral densities by approximate factors of $D_{4} D_{2}^{-2}$ and $D_{6} D_{3}^{-2}$ respectively where

$$
D_{k}=\int_{0}^{1} c^{k}(\tau) d \tau
$$

for large values of $M$ (see Equation 5.1). For $M=1$ Huber et al. find

$$
\begin{array}{rl|l}
D_{4} D_{2}^{-2} & =\frac{35}{18} \\
& =1+\frac{67}{64} \quad \alpha+\mid & \alpha=1 / 2 \\
D_{6} D_{3}^{-2} & =\frac{231}{100} \\
& =1+\frac{615}{512} \alpha+1 / 2 \\
\cdots & \text { for small } \alpha \\
& \text { for small } \alpha
\end{array}
$$

The Hanning taper increases the variance of bispectral estimate by a factor of 2.31. It is thus desiratle to increase $N$, the length of the record, reducing $\alpha$ keeping $N \alpha$ constant, since this reduces the leakage of power from the spectral peaks. (18)

Leakage remains a serious problem even after windowing if the spectral peaks are several decibels above the mean spectral density. This problem is a particular problem for spectra that vary as the inverse frequency, a behavior that is found in many natural phenomenon.

After tapering in the time domain use of the FFT yields

$$
Y(f)=Y_{k}=\frac{1}{N} \sum_{t=0}^{N-1} y_{t} e^{-2 \pi i(k t / N)} \quad 0<k<N / 2
$$

where $y_{t}$ denote the $N$ discretely sampled values

$$
y_{0}, y_{1}, \ldots, y_{t}, \cdots y_{N-1}
$$

The frequency $f$ is determined by $k$ since

$$
f=k / N \Delta t=k \Delta / M
$$

The estimated power spectral density in the band $\Delta_{f}$ is then

$$
\hat{P}(f) \Delta=\left.{\underset{j=-L}{L}}_{L}^{L} Y_{k+j}\right|^{2} \quad M=2 L+1
$$

This relation indicates the importance of selecting a relatively high value for $M$ so that a number of values of $Y_{k}$ enter into the estimation of $P(f)$.

The estimation of the bispectral density can proceed in a number of ways. If the averaging is oper quadratic window then

$$
\hat{B}\left(f_{1}, f_{2}\right) \Delta^{2}=\hat{B}\left[k_{1}^{\prime}(N \Delta t), k_{2}^{\prime}(N \Delta t)\right] \mid \Delta^{2}
$$

$$
\begin{equation*}
=\sum_{j_{1}=-L}^{L} \sum_{j_{2}=-L}^{L} Y_{1}+k_{1} \mid Y_{j_{2}}+k_{2}\left\{-j_{1}-j_{2}-k_{1}-k_{2}\right. \tag{6.2}
\end{equation*}
$$

Huber et al. (18) suggest averaging over a symetrical hexagonal window such that

$$
\begin{equation*}
\left.\hat{B}\left(f_{1}, f_{2}\right) \Delta^{2}=\frac{4 M^{2}}{3 M^{2}+1} \Sigma Y_{j} \right\rvert\,+k_{1} Y_{j_{2}}+k_{2} Y_{-j_{1}-j_{2}-k_{1}-k_{2}} \tag{6.3}
\end{equation*}
$$

where the sumation is taken over all values of $j_{1}$ anc $j_{2}$ that satisfy the conditions

It would appear that (6.3) is probably the most efficient way of computing the bispectrum.

Most of the sampling properties that have been analyzed are asymptotic.(15) A detailed discussion of the asymptotic behavior of bispectral estimates is given by Lii et al. (19) The covariance of two complex variables $X$ and $Y$ can be written as

$$
\operatorname{cov}(X, Y)=E\left(X Y^{*}\right)-E(X) E\left(Y^{*}\right)
$$

where $Y^{*}$ is the complex conjugate of $Y$. The variance of $Y$ is then

$$
\operatorname{var}(Y)=\operatorname{cov}(Y, Y)
$$

and the asymptotic variance of the bispectral estimate $\hat{B}\left(f_{1}, f_{2}\right)$ is

$$
\operatorname{var}\left[\hat{B}\left(f_{1}, f_{2}\right)\right]=\frac{N \Delta}{M^{2}} P\left(f_{1}\right) P\left(f_{2}\right) P\left(f_{1}+f_{2}\right)
$$

where $N$ is the total length of the record (Eq. 5.1) so that

$$
\operatorname{var}\left[\hat{B}\left(f_{1}, f_{2}\right)\right]=\frac{1}{M \Delta} P\left(f_{1}\right) P\left(f_{2}\right) P\left(f_{1}+f_{2}\right)
$$

and the asymptotic variance of the estimate of the bicoherency $\hat{B} c$ is

$$
\operatorname{var}(\hat{B C})=\frac{1}{M \Delta}
$$

if the statistical variability of the denominator of $\hat{B} c$ is neglected, a quadratic window is used and there is no tapering. The effects of tapering on the variance of the estimates have already been
considered. If hexagonal windows ${ }^{(18)}$ are used then the above variances must be multiplied by

$$
\frac{4 M^{2}}{3 M^{2}+1}=\frac{4}{3}
$$

are used then the above variances

The notion that frequency representation for a cumulant might be useful is probably due to Kolmogorov as ackrowledged by Shiryaev. (20) Tukey $(21,22)$ independently recognized the value of the information that could be derived from bispectral analysis. The first actual calculation of the bispectrum was on data of the height of ocean waves (11). Since then there have been a number of exploratory efforts in a number of fields, not including speech. The analysis of the ocean waves prior to breaking seemed to show a non-linear behavior that was predicted by the Navier-Stokes equations. The authors concluded that the bispectrum analysis in this field confirmed the theoretical predictions of the shape of weakly non-1inear waves. (11)

In an exploratory investigation of seasonal weather patterns, MacDonald indicated that bispectral analysis showed a strong non-1inear interaction between the band at a cycle per year and the higher harmonics at low latitudes but no such interaction at high latitudes. (12). There has been no further work along these lines. Preliminary investigations have been made of non-linear interaction in the generation of microseisems (14) and of "pearl" oscillations in geomagnetic data ${ }^{(23)}$ but again these studies have not led to a greater understanding of the phenomenon of interest. As a result of a bispectral analysis, there has been the suggestion that certain peaks in the spectra of the great Chilean and Alaskan earthquakes arise from the
interaction of different modes of free oscillations of the earth. (24) Cartwright ${ }^{(25)}$ used bispectral analysts to examine the interaction of tides with the continuum ocean spectram. Roden and Bendiker ${ }^{(26)}$ have examined profiles of oceanic variable using bispectral techniques.

Outside of geophysics, bispectral analysis has been applied in a number of fields. Lii et al. (19) examined turbulence at high velocities and Reynolds number to shov that the contribution of wavenumber triplets to the rate of vopticity production and spectral transfer are non-local in character. Helland et al. ${ }^{(28)}$ have also applied pispectral methods to the analysis of turbulence. Hasselman ${ }^{(29)}$ showed that the non-linear transfer function for a ship moving in irregular waves can be obtained from bispectral estimates. In a bispectral analysis of eletroencephalogram signals, Barnett et al. ${ }^{(30)}$ find that significant quadratic coupling between components making up the electroencephalogram occured only for awake subjects having a high level of alpha activity. Godfrey ${ }^{(13)}$ had indicated the usefulness of bispectral analysis in detecting nonlinear behavior of economic time series.

An important application bispectrum analysis has been described by Sato et al. (31) The noise of gears in a machine are recorded acoustically. a the normal state of operation the noise exhibits a nonvanishing bispectrum because of the inherent nonlinearities of the machine. As scores develop on the gear surfaces, the modulus of the bispectrum decrease as the noise genefated by the randor imperfections
in the gears increases. A conventional power spectrum analysis would fail to detect the enhancement of the noise since the principle harmonics would be present but only slightly broadened by the noise. This provides a method of determining the wear on the gears without actual direct inspection of the gears.

## 8.0

 CONJECTURES REGARDING THE APPLICATION OF BISPECTRAL ANALYSIS TOSPEECH.

Despite the numerous applications of bispectral analysis to a wide variety of problems, bispectral methods haye not been employed in the analysis of speech. The speech signal clearly contains nonlinear components; for example, the fricatives. almost surely involve the interaction of noise with the signal which might be primitively modeled by

$$
x_{t}=\alpha x_{t-1}+\beta x_{t-1} \varepsilon_{t-1}+\varepsilon_{t}
$$

where $x_{t}$ is the signal at time $t$ and $\varepsilon_{t}$ is the "noise." The first conjecture about speech is that the bispectrum shows significant structural properties.

One iaportant application of bispectruø analysis, if indeed the bispectrum of speech is nonvanishing, is to use bispectral analysis to determine whether or not a magnetic tape which contains speech and noise is worth keeping if high noise levels were introduced when the speech was recorded or noise is due to the aging of the tape or processing of the tape. This application is suggested by the work of Sato et a1. (31) A means of testing this conjective is to record nois? free speech, add white noise to the recording until the speech beccmes unintelligible and measure the bispectrum at the various stages of intelligibility degradation. Using this qeans it may be possible to
distinguish between those tapes that should be kept for further analysis and those that can be destroyed without loss of recoverable information.

A - cond conjecture is that two speakers will have voice characteristics that have different bispectra because of differences in vocal chord structure and geometry of the mouth, nose and larynx. If this conjecture is true, then it should be possible to distinguish which of two, or more, speakers is talking at only one tine estimating the bispectra using digital or analog real time estímates.

A third problem relates to word recognition. To date word recognition methods have depended very heavily on the use of linear methods, particularly linear predictive coding (LPC). It may turn out that the nonlinear aspects of word recognition are of significance. For word spotting, the bispectru甲 may be useful.
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9.0 A "NOVEL" VIEW OF LINEAR YREDICTIVE CODING.

## 9.1 <br> Introduction

In the typical set-up for Inear predictive coding (LPC), we start with a (not necessarily causal) relation between excitation $u$ and output $s$ of the form


One forms, at a purely formal level; the Laurent series: $S(x)=\sum_{-\infty}^{\infty} s_{n} x^{n}, H(x)=\sum_{-\infty}^{\infty} \alpha_{n} x^{n}, U(x)=\sum_{-\infty}^{\infty} u_{n} x^{n}$, to get $S(x)=H(x) U(x)$, a relation which is true at the level of formal Laurent series, but not necessarily at the level of function, as we will show in a moment.

For technical convenience, we will assume that the excitation is finitely supported, so that the series for $U(x)$ makes sense as a function. (In somewhat greater generality, we could permit the excitation to be such that $U(x)$ is analytic except at zero and infinity).

In practical applications, it is of ten assumed that the filter transfer $H(x)$ is actually a rational function, or has a very "good"
approximation by a rational function, which replaces it in further discussion. We will make the same assumption.

The filter is called minimum phase if all the poles of $H(x)$, except possibly for a pole at zero, are outside the unit circle.

In auto-regressive (AR) modeling, or all pole modeling, it is assumed that $H(x)$ is the reciprocal of a polynomial, except for a stray power of $x$, which is absorbed into the excitation, because we are free to choose time $n=0$ independently in excitation and output.

We are free to assume, then, that $H(x)=\frac{c}{P(x)}$, where $P(x)=a_{k} x^{k}+a_{k-1} x^{k-1}+\ldots+a_{1} x+1 \cdot$ By changing polarity and gain in the excitation if necessary, we may even assume $c=1$ above.

From this point on we assume that

$$
H(x)=\frac{1}{P(x)}, \text { with } P(x)
$$

as
9.2 How does the typical analysis proceed from this point? One simply notes that $P(x) S(x)=U(x)$, so that
and given a (patch of) signal, one estimates the $a$ 's by a familiar least squares residual error procedure, which comes down to solving $k$ linear equations for unknown coefficients $a_{1,} a_{2}, \ldots \ldots, a_{k}$.

Let's make this a little nore precise. For convenience in exposition, we assume a bilaterally infinite signal output is given. (This is the so-called auto-correlation method). We will assume additionally that the rital signal energy $\sum_{-\infty}^{\infty} s_{n}{ }^{2}$ is finite, so the auto-covariance $r(p)=\sum_{-\infty}^{\infty} s_{n} s_{n-p}$ also exists for all $p$. This is the same as saying that at the level of formal Laurent series, $R(x)=\sum_{-\infty}^{\infty} r(p) x^{p}=S(x) S(1 / x)$.

We then seek numbers $y_{1}, y_{2}, \ldots, y_{k}$ so as to minimize

$$
\sum_{n=-\infty}^{\infty}\left[s_{n}+\left(y_{1} s_{n-1}+\cdots+y_{k} s_{n-k}\right)\right]^{2}
$$

Putting in a dummy variable $y_{0}$, held equal to +1 , this comes to minimizing the quadratic form

$$
\sum_{0<i, j \leq k} y_{i} y_{j} r(i-j)
$$

which boils down to solving the linear system:

$j=1,2, \ldots, k$.

If we define the polynomial (with variable coefficients) by $Y(x)=\sum_{v=0}^{k} y_{v} x^{v}, y_{0}=1$, then our inear system of equations says simply that the formal Laurent series $Y(x) R(x)$ has vanishing coefficients for the first through $k^{\text {th }}$ power of $x$.

Note that $Y(x) R(x)=Y(x) S(x) S(1 / x)$. For a given Laurent series $L(x)$ let us agree that $L(x)=O\left(x^{P}\right), p \geqslant 1$, means that the coefficients of $x, x^{2}, \ldots, x^{p}$ are all zero. In this notation, our linear system of equations is simply the requirement: $Y(x) S(x) S(1 / x)=o\left(x^{k}\right)$, with the bqundary condition $Y(0)=y_{0}=1$.

There are a few facts worth noting here.
(1) The residual square erfor is the constant coefficient in $Y(x) Y(1 / x) S(x) S(1 / x)$.
(2) Running the signal backwards is equivalent to replacing $S(x)$ by $S(1 / x)$, and so does not alter the equation for $Y(x)$.
(3) As is known, $Y(x)$ always has all of its zero outside the unit circle.
(4) Computing $S(x)=\frac{1}{P(x)} U(x)$ using. power series for $\frac{1}{P(x)}$ about the origin will give a causal relation between output and excitation (i.e. the signal depends on earlier values of the excitation.
(5) The signal computed by (4) has finite energy if and only if $P(x)$ has all of its zeros outside the unit circle. (We mean the statement to epply to all finitely supported excitations).
(6) If the signal is computed as in (4) and $P(x)$ has its zeros outside the unit circle, then the solution $Y(x)$ to our linear system $Y(x) S(x) S(1 / x)=o\left(x^{k}\right)$ will be $Y(x)=P(x)$ if the excitation consists of a single pulse, approximately so if the excitation consists of widely separated approximately equal pulses, but otherwise will be generally quite different from $P(x)$.
9.3 All of this is quite familiar, except possibly for our notation. What we have to note that is, we believe, new is that there are many relations between excitation and output for which $P(x) S(x)=U(x)$, over and above the one described in (4) of the previous section.

This is quite easy to see. $\frac{1}{P(x)}$ has a convergent Laurent series expansion in the annular region lying between any two consecutive zeros of $P(x)$. Ulsing such an expansion gives a linear relation between excitation and output which is definitely non-causal, i.e., the signal depends on the remote future of the excitation.

If we take the Laurent expansion beyond the last zero of $P(x)$, we obtain a "pure" non-causal filter, i.e., the signal depends only on the future of the excitation. The other Laurent expansions give dependence of signal both on future and past.

For a signal $S(x)$ computed by any one of the Laurent series above, we always have $P(x) S(x)=U(x)$. This observation raises a number of interesting questions. Fofemost among these is the following: When we are modeling by LPC using a least square residue criterion, how do we know which of the various realizations of the filter we are really getting? of equal importance is: Can one conceive of filters which realistically operafe in the non-causal modes described above?

Let's address the second questions firsi. Here we will simply be argumentative, leaving it to the feader to decide how convincing our argument is. In the formation of the speech signal, it is clear that the brain and central nervous system is well ahead in time of the actual muscular articulation and glottal excitation. So the nervous system is In a position to modify the signal on the basis of excitation yet in the future. Now some will argue that the time scale of neural pulses is large compared to glottal pulses. But the brain and central nervous system are large scale parallel processors, with lots of feedback, so it is not altogether inconceivable that some anticipatory signal reforming is carried on. At the same time, from the point of view of ear-brain received signal processing, it is quite plausible that the signal for brain interpretation is reformed out of the received signal by looking both forwards and backwards in time, at a fine temporal resolution.

Whether or not the reader is convinced by these arguments, he will shortly see that our willingness to look at the non-causal versions
of the filter give ~., some extra processing power that we did not have before, without any serious increase in processing cost. Moreover, we feel that we have better ways of recovering non-minimum-phase filters.

Now let's have a look at the first question. We think that the answer is simply that you do not, and you have to keep an open mind. If we really had a bilaterally infinite signal, then it is possible to cell from the annulus of convergence of $S(x)$ something of what is going on. But, of course; we are never in that situation.

Before proceeding further, it is useful for us to introduce a little additional notation. We will call a finite Laurent series which goes forwar: no further than the $k^{\text {th }}$ power of $x$ and backward no further than the $\ell^{\text {th }}$ power of $\frac{1}{x}$ a $[k, \ell]$ polynomial. If the coefficients of $\left(\frac{1}{x}\right),\left(\frac{1}{x}\right)^{2}, \ldots,\left(\frac{1}{x}\right)^{\ell}$ and $x, x^{2}, \ldots, x^{k}$ are all zero in a Laurent series $L(x)$, we will write $L(x)=O\left(x^{[k, \ell]}\right)$.

Now, let's look at the realization of our filter in which $\frac{1}{P(x)}$ is expanded in a series beyond the last zero of $P(x)$. Here, we will find that $s_{n}$ is given linearly in terms of $u_{n}, u_{n+1}, u_{n+2}, \cdots$, etc. It is clear that the natural way to model this situation is to assume that

$$
\begin{gathered}
s_{n}=-\left(b_{1} s_{n+1}+b_{2} s_{n+2}+\ldots+b_{k} s_{n+k}\right)^{\prime}+u_{n} \text { and minimize } \\
\sum_{n=-\infty}^{\infty}\left[s_{n}+\left(b_{1} s_{n+1}+b_{2} s_{n+2}+\ldots+b_{k} s_{n+k}\right)\right]^{2}
\end{gathered}
$$

In terms of the notation just introduced, this boils down to solving the linear system:
where $Z(x)$ is a $[0, k]$ polynomial fth constant coefficient equal to 1 .

The reader will recall from sec. 9.2 the polynomial $Y(x)$ which solved $Y(x) S(x) S(1 / x)=O\left(x^{k}\right)$. It is then clear that $Z(x)=Y(1 / x)$, and that our squared residual error is the same in both cases. It is important to note, however, that our inferred relation between signal and excitation is not the same in both cases, since one is "pure" causal filtering, the other "pure" non-casual filtering.

We still have to determine how to model the remaining realizations of the filter. In these cases, it seems natural and plausible to suppose that

$$
\begin{gathered}
s_{n}=-\left(c_{1} s_{n-1}+c_{2} s_{n-2}+\ldots+c_{p} s_{n-p}\right. \\
\\
\left.+d_{1} s_{n+1}+d_{2} s_{n+2}+\ldots+d_{q} s_{n+q}\right)+u_{n}, \\
p+k, \text { and to choose the } c^{\prime} s \text { and } d^{\prime} s \text { so as to minimize } \\
\sum_{n}\left(s_{n}+c_{1} s_{n-1}+\ldots+c_{p} s_{n-p}+d_{1} s_{n+1}+\ldots+d_{q} s_{n+q}\right)^{2}
\end{gathered}
$$

This boils down to solving the linear system

$$
W(x) S(x) S(1 / x)=o\left(x^{[p, q]}\right),
$$

where $W(x)$ is a $[p, q]$ polynomial with constant coefficient equal to 1. There is an obvious relation between the solutions for the pair $[p, q]$ and the pair $[q, p]$, which has the following important consequence. If $k$ is even then the solution $W(x)$ for the pair $[p, p], p=k / 2$ has the property $W(x)=W(1 / x)$. Hence, we have only to solve $k / 2$ linear equations, rather than $k$ linear equations, which can be a substantial savings.

It is clear that if we go forward $p$ places and backwards $p$ places, we will get a smaller residual error than if we simply went forward $p$ places, because we have more free variables over which to minimize. Yet in both cases we have only $p$ linear equations to solve. We may lose the advantage conferred by having a Toeplitz system to which the method of Levinson applies, but in the covariance method with finite signal patch, this method does not strictly apply anyhow.

We also want to note for future reference that in the case of a general pair $[p, q]$, with solution $W(x)$, the residual square error is the constant term in the laurent series for $W(x) W(1 / x) S(x) S(1 / x)$.
9.4 We want to draw some conclustons, based on our above discussion, for LPC modeling.

Suppose we have a signal and excitations related by $S(x)=\frac{1}{P(x)} U(x)$, and we do not know which of the various realizations of the filter we should be dealing with. If it were known in advance that all the zeros of $P(x)$ are outside the unit circle, then probably conventional LPC modeling is adequate. But suppose the filter is not minimum phase. For the sake of argument, let us suppose that no zero of $P(x)$ lies on the unit circle. Then for all the modelings of the filter there is one and only one for which the signal has finite energy-namely the one in which the annular region of convergence of $\frac{1}{P(x)}$ includes the unfit circle. This then, is the only realization in which it makes sense to talk about the auto-correlation and the power spectrum of the signal. It is quite possible that the assorted methods for estimating the auto-correlation from a finite patch of signal; such as windowing, maximum entropy, or maximum likelihood, are implicitly assuming that realization of the filter for which the power spectrum exists. (We have not investigated this interesting and possibly quite important question).

We do not generally know in advance, of course, whether our filter is minimum phase. This strongly suggests to us that the best general method of LPC modeling is to pick a suitable value of $k$, and go forward $k$ steps and backward $k$ steps. This is to say, we assume that

$$
\begin{aligned}
s_{n}= & c_{1} s_{n-1}+c_{2} s_{n-2}+\ldots+c_{k} s_{n-k} \\
& +d_{1} s_{n+1}+d_{2} s_{n+2}+\ldots+d_{k} s_{n+k}+u_{n}
\end{aligned}
$$

and minimize the residual square error as before. Whether or not we have an infinite signal, we may assume $c_{i}=d_{i}$, so we still have only $k$ linear equations to solve, and we will clearly get a smaller residual square error than if we-had carried out conventional $k$ step LPC analysis.

The fact that we have a smaller residual error suggests that this more general modeling can be incorporated into a considerably improved data compression system. One might, for example, find the c's (hence the d's), find the derived excitation, transmitting both, and reform the signal at the other end by solving for $\mathbf{s}_{\mathrm{n}+\mathrm{k}}$ in terms of the excitation $u_{n}$ and earlier values of the signal.

For the purpose of using our generalized LPC modeling in word recognition, some method of scoring template against signal is needed. We belleve a simple nodification of the Itakura procedure should work here.
9.5 We will finally make a few remarks about the behavior of residual square error for general LPC modeling as opposed to conventional. To this end, suppose we have a polynomial $P(x)$, $P(x)=1+a_{1} x+\ldots+a_{k} x^{k}$, with all its roots outside the unit
circle and the signal we are analyzfng is given by $S(x)=\frac{1}{P(x)} U(x)$, where $\frac{1}{P(x)}$ is expanded as a power series about the origin. Suspose for this signal we tried a general $[k, k]$ LPC modeling. What will we find, and what will the residual erfor be?

For the sake of our argumeqt, yet still to give us a general idea of what's going on, we suppose the excitation consists of a single unit pulse at $n=0$, su $U(x)=1$.

For our more general modeling, we seek a [k,k] polynomial $W(x)$, constant coefficient one, such that $W(x) S(x) S(1 / x)=O\left(x^{[k, k]}\right)$ No申 $P(x) P(1 / x) S(x) S(1 / x)=1$, so if $c=1+a_{1}^{2}+a_{1}^{2}+\ldots+a_{k}^{2}$, then $W(x)=\frac{1}{c} P(x) P(1 / x)$. The residual square error being the condtant term in $W(x) W(1 / x) S(x) S(1 / x)$, we find it to be $\frac{1}{c}$, a substantial improvment over the error of 1 in conventional LPC modeling.
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[^0]:    * A geophysicist, Harold Jeffreys, of Bayestian fame, was well aware of these considerations and had a runding battle with the most fanous of all statisticians, Ronald Pischer, on this point in the 19208 and 1930s. Today's statisticians are slowly rqdiscovering Jeffrey's results.

