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1 EXECUTIVE SUMMARY

1.1 Task Statement

1.2 Superconducting Computing Workshop

A three-day workshop on Superconducting Computing was held at the
summer study on June 13 to 15, 2011. Leaders in the superconducting field
from Hypres, IBM, NASA-JPL, Northrup Grumman, Pacific Northwest Na-
tional Laboratory, Raytheon-BBN Technologies, Stony Brook University, and

the University of Southern California, addressed the Task of our study in a
series of presentations, with active discussion.

1.3 Findings

e Single Flux Quantum (SFQ) logic could provide small switching ener-

gies ~0.1 aJ and switching times ~2 ps at a temperature of 4 K.

Superconducting Computing +oHe-
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o Energy-efficient Rapid Single Flux Quantum (ERSFQ) and Reciprocal

Quantum Logic (RQL) reduce energy consumption for the 'off” state.

e Avoiding thermal errors sets a fundamental lower limit to the switching
energy Es., > 0.6a.J at 4K. Avoiding non-thermal noise would require

a larger F,.

e Avoiding thermal errors determines the minimum critical current and
sets the minimum area A and size A'/? of the Josephson junctions,

which is also determined by their critical current density J..

today A > 0.3um?; A2 > 0.5um; J, ~ 10kA/cm?

future A > 0.03um?; AY2 > 0.2um; J, ~ 100kA /em®.

e Fundamental lower limits to the switching energy Eg, and area A will

eventually block scaling to smaller sizes and energies.

e The switching time At ~ 2ps for SFQ logic is comparable to 28 nm
CMOS logic. The switching time for Af,, ~ 10ps measured in a ring

oscillator.

o The switching energy for CMOS logic is comparable to the 'wall plug’
switching energy for SFQ logic that includes to the energy to cool the

junctions to liquid He temperatures.

item | 28nm CMOS [ SFQ Logic | SFQ (wall plug)

switch 100 aJ 0.1aJ 30 al
gate 200 aJ 0.4 alJ 120 aJ

e SFQ advantages - bits travel along superconducting transmission lines
with little loss and Josephson Magnetic Random Access Memory (JM-

RAM) promises comparatively low read energies.

Superconducting Computing o= February 22, 2012
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item 28nm CMOS | SFQ Logic | SFQ (wall plug)
1 bit data, 1 mm wire 100 £J <1f) < 1f£]
read 32b from 8kB RAM 5000 fJ 0.16 £J 50 {J

e Josephson junction memory has the potential advantages of lower read

1.4

and writc cnergies than CMOS technology.

JJ memory has large cell areas ~200um? today for a 250 mn RQL
process. Replacing the inductor loop by a multilayer inductor coil or

JJ inductors could reduce the cell area to ~ 1um?.

The practicality of SFQ technology for a specific application could be
assessed by posing a design challenge for a small-scale system compared

with CMOS.

Recommendations

A petascale superconducting general processor should not be pursued.
Single Flux Quantum logic is unlikely to provide an implementation
that is superior in speed or energy to CMOS technology in the next

decade.

A diverse set of technologies should be explored today to overcome the
bottlenecks of CMOS technology in the future. Examples are: Cooled
CMOS technology at 77K or 4K; Low-energy on- and off-chip communi-
cation to energies 0.5 pJ/bit; Data transimission over lossless supercon-
ducting transmission lines; Electrical signaling over carbon nanotube
or graphene interconneets; Low-voltage swing (~ 10 mV) CMOS sig-

naling.

Superconducting Computing o~ February 22, 2012
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2 TASK STATEMENTS

High performance computing is essential to the mission of the Natipnal
Security Agency (NSA). After a long period of exponential growth, CNIOS
technblogy is beginning to approach fundamental limits to its pel‘fOl‘llla;lce.

We need to understand what technology will come next. In the Task State-

ment presented in the Executive Summary, the

Superconducting computers have existed since the 1950’s, and they were
actively pursued by IBM through a major R&D program in the 1970’s. A new
approach to computing was reported by Likharev and Semenov (1991) [1] -
Single Flux Quantum (SFQ) logic. In this approach, each bit of information
is represented by one flux quantum inside the computer. A flux quantuin
is the smallest magnetic flux that can be trapped inside a superconducting
loop. Using Josephson junction (JJ) devices, an SFQ computer manipulates

the motion of Aux quanta to implement the gates needed for Boolean logic.
SFQ devices can also trap a lux quantum to act as a memory element. Two
new approaches to SFQ logic providing lower switching have been invented

recently that greatly reduce the energy consumption: Energy-efficient Rapid

SFQ (ERSFQ) and Reciprocal Quantum Logic (RQL).

Single Flux Quantum logic can be very fast, with switching times ~1ps,
and it can have very low switching energies ~0.1aJ at liquid-helium temper-
atures ~4 K. SFQ logic has the potential to create computers with higher

‘ speed and lower bit energies than conventional CMOS technology. To com-
pare cooled SFQ logic with CMOS switches that operate at room tempera-

ture, we need to multiply the switching energy by a factor >75 to account

e a=acal February 22, 2012
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for the energy needed to cool the processor to 4K, which is determined by
the Carnot efficiency 75 W/W of an ideal refrigerator. Commercial refrig-
erators achieve cooling factors ~300 W/W that don’t closely approach the
Carnot efficiency. Increasing the cooling efficiency is an important goal for a

superconducting computers, addressed in Section 8.1.

Superconducting Computing o~ February 22, 2012
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3 SUPERCONDUCTING COMPUTING WORK-
SHOP

A three-day workshop on Superconducting Computing was held at the
summer study on June 13 to 15, 2011. Leaders in the superconducting field
from Hypres, IBM, NASA-JPL, Northrup Gruinman, Pacific Northwest Na-
tional Laboratory, Raytheon-BBN Technologies, Stony Brook University, and
the University of Southern California, addressed the Task of our study in a

series of presentations, shown in the agenda in Appendix A.

Superconducting Computing +o=0- February 22, 2012
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4 SUMMARY OF SUPERCONDUCTING COM-
PUTING STUDY CONCLUSIONS

In this section we briefly suinmarize the conclusions of the Supercon-

ducting Computing Study.

4.1 Previous Supercomputer Studies

Three studies examined the design of petascale and exascale computers
in the past decade. These studies, described in Section 5 below, provide a

very useful background for the current study of superconducting computers.

The JASONs agree that conventional CMOS technology will top off,
following a long period of exponential growth, since 1970. The growth of
the speed of single processors is rolling over, and highly parallel systems are
required for high performance. The energy associated with logic, memory.,
moving bits of information, and communication limits the speed of processor
chips and the size of the computer. The cost of ownership of high performance
computers is increasing to serious levels, with memory chip areas measured
in football fields, and predicted power consumption as high as 0.5 GW, where

1GW ~ $1G/yr in energy cost.

4.2 Single Flux Quantum (SFQ) Logic and Memory

Energy-efficient Rapid Single Flux Quantum (ERSFQ) and Reciprocal
Quantum Logic (RQL) logic are fast, low-energy consumption modifications

of SFQ logic that promise fast, energy-efficient computation. Just as for

Superconducting Computing - February 22, 2012
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CMOS technology, the need to prevent unwanted thermal switching puts a
lower limit on the SFQ switching energy, and it also puts a lower limit to the
physical size of a Josephson Junction (JJ). Memory cells can be implemented
by trapping a flux quantum with JJ devices, or through new approaches based

on a Josephson junction with a magnetic tunneling layer (JMRAM).

4.3 Comparison of SFQ Logic with CMOS Technology

A comparison of the speed and switching energy of SFQ and CMOS logic
has been made, including the energy needed to cool JJ technology to 4 K.
We find that speed and switching energy (including cooling) are comparable
for SFQ and CMOS bits. For data transmission, SFQ logic has a strong
advantage that superconducting transmission lines can transfer bits with
very little dissipation. The energy per bit for SFQ memory is also favorable.
However, both the current size, and projected lower limits to the future size
of a SFQ memory cell are quite large compared with DRAM cells. Josephson
Magnetic Random Access Memory (JMRAM) cells are being developed to

address this problem.

Supcrconducting Computing +oH0- February 22, 2012
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5 PREVIOUS SUPERCOMPUTER STUD-
IES

Three supercomputer studies in the past decade have explored the possi-
bility of building a petascale or exascale computer using superconducting and
CMOS technology. By examining the conclusions of these studies, we can get
valuable information about the architecture of high performance computers

and the steps that must be taken to produce a working machine.

5.1 High Technology Multithreaded Technology

The Hybrid Technology Multithreaded Technology (HTMT) study spon-
sored by DARPA,| NASA and the NSF in 2003 proposed a hybrid, high per-
formance computer architecture that combined a superconducting parallel
processor. with optical coupling to room temperature mass memory. It's
helpful to view conceptual drawings of the proposed system shown in Fig-
ure 1, because similar challenges would occur for a future high performance
computer that uses only superconducting devices, or a hybrid system with
both cooled and roomn temperature components. The overall speed required
by the HTMT study requires a large number of CPU chips operating in par-
allel with a very large mass memory. To achieve acceptable speeds, cooled

cache memory is required, located very near the CPUs.

The large surface area required to reach petascale processing rates means
that the cooled superconducting CPU chips must be placed in multichip
modules. and stacked close to each other to allow cooling to low temperatures,

and to reduce the path length for data transfer. A conceptual design for the

Superconducting Computing +H0- February 22, 2012
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Figure 1: Hybrid Technology Multithreaded Technology (HTMT) -
Schematic layout of a petaflop general-purpose processor that combines
superconducting Rapid Single Flux Quantum (RSFQ) multichip modules
cooled to 4K (shown on right) with room temperature memory (shown at
left).

1K cooled multichip RSFQ modules from the HTMT study is shown in

Figure 1.

To achieve a sufficiently large mass memory in the HTMT design. a
large surface area of room temperature chips was required. At the conven-
tional memory to CPU ratio of 1byte/Hop. a 1 petatlop computer requires
~ 1 million DRAM chips. each with 1 GB capacity, for a total surface area
~ 100 m* The memory for a 100 petaflop computer would need a memory
chip area of 10,000 m?. a surface area of about 2 foothall fields. In addition
to the large area. the memory also requires that read and write data must
travel significant distances, adding delays associated with the speed of light
~ 1ft/ns. Ten meters gives a delay > 30 ns. These estimates show that the

locations of the processor and memory are important.

Looking at the HTMT Petaflops system layout in Figure 1. we see that
the processor core, cooled to 4 K. is contained inside a liquid nitrogen cooled

thermal shield at 77 K. located in the the center of a circle of room tempera-

Superconducting Computing - February 22, 2012
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ture racks that contain the large-scale memory and network cqnt.'r;)l circuits.
.

Packing the components closely is needed to reduce the C(‘)um‘mnicat.ion times,

which are significant in a large system. An additional 'd’ifﬁcult.y is data trans-

fer from 4K to room temperature. Using vyi.mé is not attractive. because

metals transmit heat as well as elect.ri.c:it’yt A photonic approach is more

attractive, as proposed in the HTMT study.

.
*

5.2 Superconductiﬁg Technology Assessment

.
*
*
.

*
*
>

o

The study included experts from the superconducting cominunity,

including some people who also spoke at our 2011 JASON workshop. This
study is interesting. because it spells out important steps that are needed to

move from the production of small-scale SFQ data processors to a large-scale

superconducting computer.

Superconducting Computing -+~ February 22, 2012
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SFQ logic transmits a bit of information as a short voltage pulse that contains
a single flux quantum. The advantage is that these pulses an be of short
duration ~1 psec. However the transmission of a bit of information in a
pulse also create difficulties in timing. SFQ gates typically contain registers at
their inputs to receive and hold incoming data. If a pulse arrives between two

clock pulses, a “17 is registered, for no pulse a “0”. Using this approach, one

can step data through a pipelined processor. However, for a general-purpose
processor, the data paths vary in length with the calculation. creating a large

uncertainty in pulse arrival times. The delays can be significant. Pulses travel

along a superconducting transmission line at speeds ~ 100 micron/ps, about

1/3 of the speed of light. Traveling a distance ~ 1cm across a chip can take
~ 100 ps. To include all of these pulses in the calculation, one would need to

reduce the clock rate to < 10 GHz, undoing the potential speed advantage.

Superconducting Computing +oE0- February 22, 2012
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because they do not introduce the heat leaks associated with metal wires.
The read and write energies of room temperature memory, as well as the

associated times, are also important.

5.3 DARPA Exascale Study

DARPA sponsored the Exascale study in 2008 to consider the design of
a CMOS computer capable of a 1 exaflops (10" flop/sec) computations by
the year 2015. The total power consumed was limited to 20 MW ($20M /yr
in energy cost), to keep the operating expenses reasonable, and the size was
limited to 500 conventional server racks. Its interesting to consider the results
of the Exascale study, because they lay out the problems faced in constructing

a supercomputer of this power using CMOS or an alternative technology.

The record in supercomputer performance is currently the K computer
in Japan. which has achieved 10.51 petaflops in LINPACK benchmark test-
ing. Moving to an exaflop would be the next big advance. The Exascale
sticdy’s conclusions raise a number of points that will be important for any
future supercomputer. A summary by the chair, Peter Kogge is presented in

“Next Generation Supercomputers”, IEEE Spectrum (2011) [2].

The biggest challenge was energy and power. The study was not able to
achieve the 20 MW goal. The first estimate reached a total operating power
of 67 MW. However, a re-evaluation of the power needed to transfer data
between the processors and the large RAM raised the figure to 480 MW, an
excessively high operating power that would require ~ $0.5 G /yr of electricity
to operate. Most of the power is associated with data transmission between

the processors and the memory.

Superconducting Computing -+~ February 22, 2012
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This design exercise shows us that lowering the energy required to transmit

data is very important for an exascale computer.

William Dally. a member of the Exascale study, estimates that the total
power of an exaflop computer could be reduced to 50 MW through a careful
analysis of locality - the relative placement of processors and memory, as well

as the memory hierarchy.

A relatively small memory 3.6 petabytes was used in the Exascale de-
sign, in part to lower energy costs of the total system. The byte/flop ~ 0.004
fraction is much smaller than the 1 byte/flop rule of thumb that is conven-
tionally used for large computers. It appears that there is no fundamental
justification for the 1 byte/flop number. Nonetheless, one wonders if the
proposed design would have enough memory for rapid calculations. This is
likely a complex question to answer that depends on the software and the

problem addressed.

Concurrency is important for the Exascale design. Because the processor
chip speed has stalled (a 1.5 GHz clock is used in the Exascale design), it
is necessary to operate many CPU chips in parallel. This raises important
problems for software design. One would like to separate the computation
into many small processes that can be done independently with local memory.
However, this is often not feasible, and onc must expend the cnergy and time
needed to send data across the machine. raising the power and slowing the
solution. In a very large parallel machine, a large fraction of the processors

may remain idle, decreasing the overall computation rate.

Resiliency becomes important. The number of components in the pro-
posed exascale computer is so large. that it was estimated that an error would

occur every 30 to 40 minutes. This problem was brought on, in part. by the

Superconducting Computing -+~ February 22, 2012
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choice to operate the system at 0.5V, lower than conventional CMOS volt-
ages. The low operating voltage increases the rate of thermal upsets, as well

as non-thermal upsets due to cross talk and noise.

Superconducting Computing =oHFE- February 22, 2012
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6 QUESTIONS

To address the Task Statement of the Superconducting Computing study,

we asked a series of questions:

What combination of speed improvements, energy savings, hardware cost

and facilities cost would be compelling?

Can SFQ logic be higher speed than CMOS?

Can SFQ logic be lower energy per operation than CMOS?
Can SFQ logic be as low-cost as CMOS?

What could the game-changers be?

Candidate next steps.

6.1 Making Comparisons

To compare the cnergy consumed by SFQ logic and CMOS technology,
it’s important to note that power consumed by a conventional CMOS web-
server today is split between the CPU (~30 percent), memory (~20 percent),
efficiency of the power supply (~20 percent) and other parts of the system.
Moving data and communications can also consumne a significant fraction of
the power, as we have seen in the Exascale Study above. So the switching

cnergy is only part of the picture.

In comparing the performance of different systems. it is also important
to specify the application and the nature of the calculation being performed.

An application specific integrated circuit (ASIC) can be far more power effi-

Superconducting Computing ==~ February 22, 2012
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cient than a general purpose processor, because it uses constants instead of
variables loaded into registers, latches instead of register files, wires instead of
multiplexers, and because it has low control overhead. For example, to sum
the integers from 1 to 100, an ASIC chip can consume 100X less power than
a simple general purpose processor. A large general-purpose CPU can con-
sume 1000X larger power than an ASIC processor with the same capability

for a specific problem.

Supereonducting Computing SO~ February 22, 2012
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7 INTRODUCTION TO JOSEPHSON JUNC-
TION DEVICES

A tutorial introduction to Josephson junction devices is presented in
Appendices C and D. In this section, we highlight the points that are needed

to compare SFQ and CMOS logic.

Josephson discovered that a current I, can flow through a tunnel bar-
rier between two superconductors with no applied voltage, according to the
relation

I, = I.sin%y (7-1)

where I, is the critical current of the junction and «y is the phase difference
between the superconducting order parameter ¢’ in the two superconduct-
ing layers. Josephson also predicted that a voltage V applied across the

Josephson junction would create a rapid oscillation in the current,

dy 2e 2m
LAY e =(ZZ)\v 9
7= (7)v=(&) =2

where e is the charge of an electron and # is Plank’s constant. A fundamental

physical quantity is the magnetic flux quantum @, given by

by = -’-L- =2.0"TmV — ps (7-3)
2e

The value of the flux quantum follows from the requirement that the order
parameter ¢ be single valued in a superconductor loop that surrounds a flux
guantum - the phase of ¢ advances by an integer multiple of 27. The size
of a flux quantum can be expressed as the product of the amplitude of a
voltage pulse Vi(t) times it’s duration At; such a pulse can transport a bit

of information through an SFQ circuit.

Superconducting Computing +oE0- February 22, 2012
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7.1 Josephson Transmission Line Element

A Josephson transmission line (JTL) element, shown in Figure 2. is
the basic building unit of Rapid Single Flux Quantumn (RSFQ) gates. As
described below, an incoming voltage pulse Vi (t) at the RTL input produces
an outgoing pulse Vi(t) at the output, delayed by the switching time Atg,.

A ring oscillator made of JTL elements can be used to test the speed.

in dc bias current |, out
IVA Vs
t — t
Josephson At
junction :

Figure 2: A Josephson transmission line (JTL) element. which is the basic
building block of Single Flux Quantum (SFQ) logic gates. An incoming
voltage pulse (left) produces an outcoming pulse that contains a single flux
quantum (right), delaved by the switching time.

The inset to Figure 2 shows the actual layout for a JTL element. Note
the large size of the input inductor and the shunt resistor, shown in blue,
compared with the Josephson junction. Although the Josephson junctions
must have a certain area to avoid thermal upsets (see below) they are typi-

cally not the largest components in the circuit.

Superconducting Computing - February 22, 2012
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7.2 Single Flux Quantum Data Transmission

In SFQ logic, a bit of data is transmitted down a superconducting trans-
mission line as a voltage pulse V4(t), as shown in Figure 3. The time integral

of the pulse is equal to the flux quantum:

Valt = 2.07TmV — ps (7-5)

This relation fixes the product of the pulse amplitude Vi and the pulse width

At.

plasma
frequency

At

Figure 3: Voltage pulse that contains a single flux quantum, ringing at the
plasma frequency w;.

The voltage pulsc oscillates at the plasma frequency of the Josephson

2rl. 1/2
Wp = ((I)(,C) (7-6)

where C is the capacitance of the junction. For a typical value of the JJ

junction:

critical current density J. = 10kA/cin? obtained today, the plasma frequency
is quite high w, ~ 4 x 10'%rad/sec, and promises to increase in the future as

the critical current reaches values J. ~ 100kA /cm?.

Superconducting Computing =0~ February 22, 2012
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The switching time At can be found from the input and output voltage
pulses of a Josephson transmission line element, as shown in Figure 4. In
order to generate the output pulse, the JJ phase ¥ must rotate by 27 radians,
giving

Atoy = 27w, x 1/J1? (7-7)
For a critical current .J. = 10kA/cm?, we have Aty ~2ps. For larger critical
currents J. = 100kA/cm? in the future, the switching time could be reduced

to Aty ~0.7ps.

out Ve

—> t
At

Figure 4: Comparison of incoming and outgoing voltage pulses for a Joseph-
son transmission line clement - the delay determines the switching time Af,y,.

7.3 Resistively Shunted Junction (RSJ) Model

The Resistively Shunted Junction (RSJ) model of a Josephson junction,
illustrated in Figure 5, and described in detail in Appendix D, presents a
simple way to understand the operation of SFQ logic switches. It is helpful
to understand that the equation of motion for the RSJ model of a JJ is the

same as that for a ball rolling down a tilted washboard.
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NO® (N+1)D,

0

# Flux quanta = y/2n —

Figure 5: Tilted washboard model of a resistively shunted Josephson junc-
tion. The potential energy is plotted U(y) vs.y. The phase difference
across the junction; the potential oscillates once as each flux quantum passes
through.

The potential energy U(y) of the Josephson junction can be found by

integrating the Josephson equations:
Uly)=-E; [(:OS’)’ + (10/10)7] (7—8)

The potential energy oscillates sinusoidally with the JJ phase difference 7.
Each time a flux quantum ®, passes through the junction barrier, the phase
~v advances by 2x. The amplitude of the oscillation in U is given by the

Josephson energy E;:
E; = (®o/2m)]. ~3x 1072 J (7-9)

determined by the JJ critical current I.. The resonant frequency of oscillation
near a minimum in U is simply the plasma frequency w,. If one dropped the
JJ state into one of the minima it would oscillate back and forth at the

plasma frequency until damping pulled it to the bottom.

The tilt in the potential energy U(%) is due to a dc drive current f,. The
drive current tries to drive flux quanta through the junction, just as gravity

tries to make a ball roll down the tilted washboard.

Supcrconducting Computing +=oE0- February 22, 2012
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The total JJ energy is the sum of the potential energy U(7) and the ki-
netic energy (1/2)CV*? determined by the second Josephson equation, Eq. 7-
2. For a resistively shunted junction, damping provided by the shunt resistor
acts to dissipate kinetic energy, and pulls the JJ state into one of the minima
in U resulting in a steady state in which no flux quanta pass through the

junction.

An incoming voltage pulse V4(#) creates a kinetic encrgy E;, which lifts
the JJ state above the minimum. If the amplitude of the incoming pulse is
large enough, the state will pass over the barrier and move ‘downhill’ as a‘
flux quantum passes through the junction, as shown in the figure 5. With
little damping, the state would continuc to move downhill, and many flux
quanta would pass through the junction. However, for SFQ logic, damping
associated with the shunt resistor pulls the state into the next minimum in

U so that only one flux quantumn passes through.

The motion of the state of a JJ from one minimum in the potential
energy U(7y) to the next quantizes the incoming voltage pulse V4(t) into
either a “1” - emit a flux quantum and move downhill to next minimum -
or a “0” - no motion. It also regenerates a small incoming voltage pulse
into a full-sized exiting pulse to correct for losses or unwanted reflections in
the circuitry. These are analogous to the actions of CMOS buffer to digitize
ranges of incoming voltages into either a “1” or a “0”, and to regenerate the

pulse to drive other gates.

7.4 Critical Current Density

The critical current density J. of a Josephson junction is an important

parameter that determines the JJ switching time At,,, through the plasma
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frequency wp. The critical current density also determines the minimum
potential barrier AU to avoid thermal and non-thermal upsets. In turn,
the barrier AU sets the minimum switching energy FEj, and the minimum
Junction area A as described below. The value of J. is determined by the

tunnel barrier material and its thickness.

Larger values of the critical current density J. are better: they produce
shorter switching timnes, becanse Aty is proportional to 1/ /2 and smaller
area junctions, because A is proportional to 1/J.. The ultimate lower limit
to the switching time is given by the superconducting energy gap through

the Ambegaokar-Baratoff relation D-13 (see Appendix D).

Today’s SFQ technology uses a barrier with critical current density
Je = 10kA /em?. In the future, advances in fabrication technology and bar-
rier materials may give larger values J. ~ 100 kA /cm?2. Research has achieved
critical current densities up to J, ~ 400 kA /em? (Miller et al. 1993[4]), so it
could be reasonable to consider an ultimate upper limit J, ~ 1000 kA /em?.
The challenge to producing large critical currents is maintaining the unifor-

mity of an insulating barrier that is only a couple of atomic layers thick.

The graph in Figure 6 (Miller et al. 1993 [4]) shows the dependence of
the measured critical current density .J. vs. barrier thickness for Nb/AlO,/Nb
Joscphson junctions, the materials currently used for SFQ logic. The barrier
is formed by oxidizing a thin Al film to produce AlO,; the greater the oxygen

exposure, the thicker the AlOQ, film.

The results shown in Figure 6 are fit by a planar tunneling model for
J. < 10kA/cm?. The planar model is appropriate for high quality, planar
insulating slabs, and it is based on a simple quantum mechanical tunneling.

Current production uses J. ~ 10kA/cm?, hecause the tunneling process is
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Figure 6: Measured critical current density J. for an aluminum oxide Joseph-
son junction barrier vs. barrier thickness, measured by oxygen growth time
(Miller et al. 1993 [4]).

understood and high quality insulating films can be produced.

At higher critical current densities 10kA /cm? < J. < 400kA/cm?, the
slope of the curve increases. This case is explained by tunncling through
a randomly placed collection of quantum point contacts, created by defects
in the insulating AlO, film. Very high critical current densities can be ob-
tained in the lab, but the ability to achieve similarly high values of J. in a
manufacturing process with high uniformity is a challenge. Research to ex-
plore other tunneling materials, such as AIN, may help advance the progress

toward larger critical current densities.

7.5 Stability against Thermal and Non-Thermal Noise

Preventing errors created by thermal or non-thermal noise an important
topic. In CMOS technology. the number of thermal and non-thermal errors

is reduced to zero during the computation. This strict standard requires
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a potential energy barrier that is large enough to prevent any energy, and
effectively forces the supply voltage to be Vpp ~ 1V for room temperature
operation. Reducing the supply voltage Vpp would lower the energy required
to change wires. which is proportional to V3. as well as the switching energy,

but the need to avoid errors sets a lower limit on the reduction.

The thermal switching rate P for a Josephson junction is
P = (wp/2m) exp(—=AU/kpT) (7-10)

where the attempt rate is set by the plasma frequency w, and AU is the po-
tential energy barrier to switching, shown in Figure 5. Following the standard
CMOS approach, we adapt a no-errors rule that requires a SFQ chip with a
million JJs to operate for 30 yrs (10° sce) without making a thermal crror.
This criterion requires AU > 60kgT. The thermal barrier AU is determined
by the Josephson energy F; and the tilt of the washboard potential, set by
Equation D-10 the bias current 7,; an expression is given in Appendix D. For

a typical bias current I, = 0.7/, the thermal barrier is
AU = E;/3 > 60kgT (7-11)

This ‘no errors’ criterion requires that E; > 180kgT and sets lower limits
to the SFQ switching cnergy Es and junction arca A, discussed below.
By decreasing the barrier height, one can reduce E, and A in proportion.
However the thermal switching rate increases exponentially as the barrier

decreases, limiting the range of reduction.

It is interesting to consider the effects of reducing the energy barrier
ten times to AU = 6kgT. The error rate per JJ then increases from P ~
10~'%5~" by a factor 3x10'° to P ~ 3 x 1073s~!. At first, this might seem to

be unacceptably high. However, for some applications this error rate would
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be acceptable. Suppose one is examining a lawn of green grass looking for
one white blade, eg. a single “1” in 100 million “0"s. The vast majority of
errors would occur on “0”s where they have no effect. And if the white blade
of grass is detected, that can be tested by looking at it again. An area where
errors should not occur is in the control circuitry of the computer; here the

barrier must be kept high.

Non-thermal switching will be introduced in a superconducting com-
puter by crosstalk between different lines and from unwanted reflections
caused by changes in line impedance and less-than-perfect terminations.
These factors could be important in a complex superconducting chip with
many metal layers. The thermal barrier AU must also be large enough to
protect against non-thermal switching. Tests could be carried out to deter-
mine the correct value of the barrier AU by deliberately injecting artificial

noise into a superconducting computer circuit.

7.6 Lower Limits to the SFQ Switching Energy and
Junction Area

The minimum potential energy barrier AU that is required to avoid
thermal errors also sets lower limits to both the SFQ switching energy Ej,

and the junction area A.

The SFQ switching energy Eq, = 2nE} is proportional to the Josephson
energy E;. Using the no-errors criterion we find Ey = 3AU > 180kgT, which
directly determines the lowest switching energy that can be used without

inducing thermal errors at T' = 4K:

Eq >6x 10720 J (7-12)
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No other parameters enter. This means that the barrier AU against thermal
errors determines a fundamental lower limit to the switching energy E.,, that
is independent of both the critical cwrrent density J. and the junction area
A. This lower limit to the barrier AU for SFQ logic is analogous to the lower
limit on supply voltage Vpp ~ 1V for CMOS logic. To avoid unwanted
switching caused by non-thermal noise, a somewhat larger barrier AU and

switching energy E,,, may be needed.

The tunnel barrier AU also determines the minimum critical current /.
and the minimum junction area A that can be used for error-free operation.
In addition to being proportional to the barrier AU, the switching energy
E,. is given by

Esw = ®ol. - (7-13)

where the numerical value follows from the no-errors criteria above. The flux
quantum P, is a fundamental constant, so this sets a lower limit to the JJ
critical current

I.=J.A (7-14)

Using the strict criterion AU > 60kpT, we find I, > 30 uA. However, if we
use a barrier AU > 6kgT of one tenth the height. the critical current drops

in proportion to 1. > 3 uA.

Using Eq.7-14 for the minimum critical current /.., we can find the min-
imum junction area A and size A'/? that can be used to avoid thernal errors

for the critical current densities J. ~10kA /cm? used today:
A>0.3um?, AY2>0.5um (7-15)

In the future, for higher values J. ~100kA /cin?, the area and size could be

reduced to:
A > 0.03um?, A‘/z > 0.2um (7-16)
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The junction area A > 0.3um? and size A2 > 0.5um for today’s SFQ
technology are large compared with 28nm CMOS devices currently in pro-

duction.

However if we allow a larger error rate associated with a lower bar-
vier AU > 6kpT and a future value of the critical current density J. =
100kA /cm?, we find a junction area A > 0.003 um? and size A > 50nm that

approach 28 nm CMOS devices.

Comparing the area of SFQ and CMOS devices, it seems clear that SFQ
technology will always require a greater chip area. The lower limits for JJ
area A are larger than the current size of today’s CMOS FETs, and the
difference will increase in the future, as CMOS moves to smaller size scales.
However, JJ chips can be made with very thin substrates, because the power
dissipation of JJ processor chips is orders of magnitude less than for CMOS.
These factors could greatly reduce the volume required for a processor by

stacking many thin chips, as discussed for superconducting memory below.

7.7 Energy-efficient RSFQ (ERSFQ) Logic and Recip-
rocal Quantum Logic (RQL)

Rapid Single Flux Quantum (RSFQ) logic, proposed by Likharev and
Semenov (1991) [1] has the advantages of SFQ logic described above, but the
DC bias current I, consuimme power at all times, in addition to the switch-
ing energy. Two new adaptations of SFQ logic consume much less energy:
Energy-efficient Rapid Single Flux Quantum (ERSFQ) logic, and Reciprocal
Quantum Logic (RQL).
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The circuit diagram for a Josephson Transmission Line (JTL) element
for Energy-efficient RSFQ logic is shown in Figure 7. The resistor that sup-
plies DC current bias for RSFQ logic has been replaced by a Josephson
junction with a series inductor. The bias JJ is designed so the bias current
I, is set by it's critical current. This approach eliminates power dissipation

by the bias resistor. and improves the energy efficiency.

RQL uscs a different approach illustrated in the JTL clement and AND/OR
gate circuit diagrams shown in Figure 8. AC power oscillations synchronized
with the clock rate are applied to the JTL element and the AND/OR gate
through a transformer, so no dc current can flow. In addition, inductive

coupling is used to carry out logic opcrations in the gate, a new approach.

RQL has several advantages compared with EFSFQ logic: The clocked
supply provides an overall synchronization of data flow through the comnputer
and helps avoid the timing problems for clock pulses that are caused by
different path lengths. Also, by phase shifting the clock at different locations,
a directional flow for data can be established in an RQL circuit, like a 3-phase
induction motor that spins in only one direction. This approach achieves
directional data flow in a circuit composed of only two-terminal devices, a
fundamental achievement. Finally RQL gates currently have smaller size,

and lower switching energy.

7.8 Cooled Memory

Cooled memory is essential for an SFQ computer, if it is to carry out
caleulations at high speed with low energy consumption. The mV size of SFQ
voltage pulses is not sufficient to switch room-temperature DRAM memory

cells, and the energy required is too great. In addition, data transfer between
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Figure 7: Energy-efficient Rapid Single Flux Quantum logic Josephson trans-
mission line element.
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Figure 8: Reciprocal Quantum Logic (RQL) (left) Josephson transmission
line element with clocked inductive power coupling (right) AND/OR logic
circuit; first input to OR, second input to AND.
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the cooled processor and room-temperature memory poses its own problems

through latency and the increased heat leak.

A Superconducting Quantum Interference Device (SQUID) can be used
as a memory cell that stores one bit of information in the form of a flux
quantum. SQUIDs have the advantages of high speed and low read- and
write-energies E,.qq and E,.q4.. These devices were created in the 1960°s
(Ruggiero and Rudman 1990 [5]), and they come in two forms: a de SQUID
composed of two Josephson junctions. and an ac SQUID with one JJ and
an inductor. Figure 9 shows the circuit diagram of an ERSFQ D Flip-Flop
memory gate based on a de SQUID. The writing time is .. ~ 6 ps and the
recad and write energics are Epoq ~ Eyppire ~ 0.7 aJ. These are competitive

numbers compared with DRAM cells.

dédi_a S
lm__-sc n for 2.0%42.751
Thu Apr 38 12:43:48 2009 £

&2

dc SQUID
Figure 9: Energy-efficient Rapid Flux Quantum (ERSFQ) D flip flop memory

gate. The red ring shows a de SQUID.

However, the inductor needed to trap a flux quantum inside a SQUID

memory cell is physically quite large. and it places a lower limit on the area.
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To trap a flux quantum, the inductance must be

®
~ 7-1
5or) ~ 200H (7-17)

L > 5(

for I, = 100 pxA. The inductance of a loop of wire with radius » and width
w is:

L = por In (8r/w) (7-18)

giving a radius r > 3um. The large physical size of the inductor ~ 3 x 3 ym?
leads to memory cells that are currently ~10 x 20 ym? for RQL technology,
and larger for ERSFQ. The size, of SQUID-based memory cells is much
greater than for DRAM technology. which currently produces memory cells

of size 0.1 x 0.1 um? and density ~ 10 Gbit/cm?

- In the future, the inductor size for memory cells can be reduced by using
a multi-layer inductor in the form of a coil, or by using the linear part of a
Josephson junction inductor near the bottom of a minimum in the potential
energy U(x). Using these approaches, the ultimate minimum size of an SFQ
memory cell could be ~ 1 x 1 um? giving a density ~ 100 Mbit/cm? that is

larger, but still a factor of 100 below DRAM today.

The area required by SFQ memory appears to make it impractical for
large-scale storage. As we have seen from the Exascale study, the large chip
area of the CMOS memory required poses serious challenges for the physical
size of the computing system, limits processor-memory speed, and increases

the total energy consumption.

SFQ memory is naturally suited for use as cache memory, located on the
same chip as an SFQ processor, or nearby in a multichip module. In these
locations, a small ~ 100 kB SFQ memory could provide fast, low energy

storage.
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It is interesting to consider a 1 petaflop superconducting computer with
a fully superconducting memory system. As for the HTMT study referred
to above, we'll use the conventional ratio 1byte/flop of memory capacity to
CPU speed, giving a total memory capacity of 1 petabyte. This memory
would require one million DRAM chips, each with capacity 1 GB. having a
total area A ~ 100m?. For a future superconducting memory with density
1bit/pm?, the total arca for 1 petabyte of JJ memory would be quite large.

A ~ 10,000 m?, posing a challenge to the designers.

Because SFQ) electronics does not generate large quantities of heat, one
could reduce the volume occupied a JJ memory system considerably by thin-
ning the substrates and stacking the memory chips, with spacing d. It is
possible to do this from a thermal point of view, because the heat production
for superconducting memory is orders of magnitude lower than for CMOS,
because the superconducting transmission lines to memory elements do not
consume a significant amount of energy, and because the heat conduction
of a metal substrate remains high at low temperatures. The total volume
required is then V~Ad, where A is the total memory area. For a 1 petabyte
JJ memory with area A ~ 10,000m> and d ~ 1um, we find V ~ 10m3, a

relatively modest volume.

It is possible to cool very large volumes to liquid helium temperatures
using current technology. An example is found in the CERN Large Hadron
Collider particle accelerator has a circumference of 27 km. The accelerator
controls the beam by using a series of 1600 superconducting solenoids cooled
to 1.9K. Using similar refrigerator technology, it could be possible to cool a
fully superconducting computer system, including processors and memory,

to liquid helium temperatures.

To address current problems with JJ memory, new approaches are being
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developed that are based on room-temperature Magnetoresistive Random
Access Memory (MRANM) technology. MRAM has been developed to provide
dense, non-volatile digital storage, as illustrated in Figure 10. For tunneling-
based MRAM. electrons can tunnel from a fixed magnetic layer on the bottom
through a barrier to a free magnetic layer on the top. A bit of information
is stored by the direction of magnetization in the free layer. which is set
by passing currents through perpendicular write wires to generate a local
peak in magnetic field intensity. The stored bit is read out electrically by
measuring the tunnel current. Although MRAM does not compete in density
with DRAM., it is attractive for certain applications such as radiation-proof

storage on satellites.

|

L
MRAM technology Superconductor-Ferromagnet
Freescale, IBM, Siemens Memory Cell, Hypres

Toshiba

approaches to JMRAM at IBM,
Northrup Grumman

Figure 10: Josephson Magnetic RAM (JMRAM) approaches that use a
Josephson junction technology to read out a magnetic multilayer. originally
developed for Magnetoresistance Random Access Memory (MRANM) at room
temperature,

The proposal is to join MRAM and JJ technology by using an MRAM
magnetic tunnel layer as the barrier inside a Josephson junction, as shown
on the right in Fignre 10. Variations on this approach are being pursued

at HYPRES, IBM. and Northrup Grumman. The magnetization of the free
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layer is written by currents in two perpendicular wires as for conventional
MRAM cells, but the readout is done by Josephson junctions. The potential
advantages of this approach are compatibility with SFQ logic with rapid low-
energy reads, and relatively small cell areas. To write a bit, current pulses are
sent through two perpendicular wires that span the memory array, generating
magnetic fields that circle both wires, so the write energy will be somewhat
larger. This approach looks promising, and it should be explored as a rescarch

topic to evaluate it’s potential.
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8 COMPARISON OF SFQ AND CMOS LOGIC

CMOS technology has enjoyed an impressively long period of exponen-
tial growth in computing power, through considerable investments of time
and money, and it is continuing to progress toward smaller size scales and

greater densities. So it is a formidable opponent.

Table 1 presents the energy required for SFQ and CMOS logic, data
transfer, and memory. The first column is for 28nm CMOS technology, which
is in production today, and the second column for future Tnm CMOS technol-
ogy taken from the International Technology Roadmap for Semiconductors
(ITRS) projections. The third column is for an SFQ switch operating at 4 K,
and the forth column is for an SFQ switch including the energy required to
cool it to 4K, estimated using the factor 300W/W from the efficiency of a

commercial cooler.

First, comparing the switching energies for an isolated switch. we find
that CMOS and SFQ logic are similar. For SFQ logic we use a switching
energy Eq, ~ 0.1aJ that is close to the fundamental iinimum Ey,, > 0.06a.J
needed to avoid thermal switching at 4K, discussed above. This number is
much smaller than those for CMOS, but adding the cooling energy raises it
to Eg ~ 30aJ, comparable to the switching energy E,, ~ 100aJ for a 28nm
CMOS switch today and the projected value Ey,, ~ 18¢J for 7 num CMOS in

the future.

To make the energy comparison simple, we used single devices in con-
figurations like a ring oscillator. In a densely packed chip, the generation of
heat becomes a major factor for CMOS technology. The allowable switching

energy and device density are limited by the chip’s ability to carry away heat.
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Table 1: Comparison of energies for CMOS and Josephson Junction (J.J)
technology for specific actions in a logic circuit; 28nm CMOS is currently
available, and the numbers for Tnm CMOS are predicted by the ITRS
roadmap. The JJ numbers are shown at low temperatures and including
cooling, assuming a refrigerator with 300 W/W reciprocal efficiency.

item 28nm m | JJ (4K) | JJ (with
CMOS | CMOS cooling)
Switch 100a) | 18 aJ | 0.1aJT | 30 aJ7
Gate 200a) | 35al | 0.4alT [ 120 aJt
Imm Wire 100 fJ | 70 fJ <11] <1f]
32b 1mm Bus 32pJ | 32p) | <1pJ <1pl]
Read/Write memory bit cell | 200 aJ | 35 aJ 1aJ* 300 aJ*
Read 32 bit, 8kB RAM 5000 £J | 875 fJ | 0.16 £J** | 50 fJ**
Write 32 bit, 8kB RAM 5000 £J | 875 £ | 5 fJ** [ 1500 £J**

tEee > 0.06 aJ to avoid thermal switching
* ERSFQ JJ memory cell
* JMRAM estimate

The heat generation and switching time that one can achieve on a chip can
differ, depending on the chip architecture and the nature of the problems it
is meant to solve. Superconducting computers have an advantage in that the
power dissipated at low temperatures is 1000X lower than CMOS and the
total heat dissipated by the chip is far less. As noted above, these advantages
could allow one to stack thin superconducting processor chips to reduce the

volume occupied.

Comparing the cnergy required to transfer data, SFQ logic has a strong
advantage - the energy required to transmit a bit of information down a su-
perconducting transmission line is very low, essentially zero. Because moving
data inside a high performance computer is responsible for a large fraction
of the power consumption, as discussed above for the Exascale study, this

advantage could be quite important. CMOS logic operates by switching the
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output voltage between two levels that correspond to “1” and “0”. Moving
a bit from “0” to “1” swings one end of a wire high, and the voltage step
runs along the line, charging it up. The resulting charging energy CV? is a
significant fraction of the power consumption of CMOS chips, and an even
larger fraction for a high-performance computer. By contrast, SFQ logic
transmit bits of data in pulses. A “1” is encoded by the transmission of a
short voltage pulsc that contains one flux quant'um down a supecrconducting
transimission line. The energy associated with the pulse enters one end of the
line and leaves from the other, so very little energy is dissipated, dropping

the number to values well below CMOS technology.

For memory, we first comparc the rcad and write cnergics for CMOS and
Energy-efficient Rapid Single Flux Quantum (ERSFQ) memory cells. The
ERSFQ numbers including cooling energy are comparable to 28 nm CMOS,
but their area is much greater, as discussed above. We then compare the
read energies for CMOS and estimates of Josephson Magnetic Random Ac-
cess Memory (JMRAM), and find a strong advantage for the cooled memory.
Much of the energy consumed by CMOS memory is associated with con-
trol electronics and data transmission across the chip by changing datalines.
These numbers are lower using superconductors. The write energy for JM-
RAM memory is large compared with the read energy, due to the currents

that are needed to magnetically write a bit to a cell.

The energy required by Dynamic Random Access Memory (DRAM)
chips decreases with minimum feature size, as shown in Figure 11 (Vogelsang
2010 [6]). DRAM technology currently produces chips with 4 Gbit/chip and
cell densities ~ 10'° bits/cm? that have read and write energies ~10 pJ/bit.
The DRAM chip capacity will increase and the energies will drop as the

feature size drops from 40 nm today to below 20 nm in the future, as shown.
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Figure 11: Dynamic Random Access Memory (DRAM) energyv consumption
vs. minimum feature size for the recent past, and projected into the future
(Vogelsang 2010) [6].

8.1 What are Potential Game Changers for Supercon-
ducting Computing?

A key ingredient for energy comparison is the energy needed to cool su-
perconducting electronics to 4 K. Comumercial coolers currently have efficien-
cies ranging from 220 W/W to 1000 W/W. However, the Carnot efficiency
between 4 K and 300K leads to a factor that is only 75 W/W. If a more
efficient cooler could be developed with performance ~ 100 W/W._ it would
drop the SFQ switching energies in the comparison Table 1 by a factor of

3X.
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It’s attractive to think about using high T. superconductors to construct.
SFQ logic that operates at 77K to lower the cost and provide more efficient
cooling. However a number of problems occur. To protect against thermal
upsets at 77K, a proportionately higher potential barrier AU and critical
current I, are required. That means the switching energy will go up by the
same factor, undoing the supposed energy advantage. In addition, the higher
critical current . requires a shunt resistor with very low inductance to avoid
trapping a flux quantum, using the analysis above. Numerically, the required
inductance is so small, that it cannot be made using the regular fabrication

process (Likharev and Semenov 1991 [1]).

If a method is found to make gigabytes of memory that operates at
low temperatures with read and write energies ~1 pJ/bit, this would undo
one of the biggest barriers to superconducting computing. The size must
also be small enough to pack the memory near the processor chips. The
JMRAM approach currently being explored may lead to small cells with
small switching energies. A large body of research on coupled magnetic
layers at room temperature creates a range of magnetic alternatives that
could be tested. At UC Berkeley, Van Duzer and co-workers have tested
cooled hybrid JJI-DRAM memories (Yoshikawa et al. 2005 [7]), but did not

achieve low-energy operation.

A potential application that is attractive, is CMOS logic cooled to a
liquid nitrogen temperature 77K paired with high-T. superconducting trans-
mission lines to move data without energy dissipation. Cooling to 77K is
relatively cheap and easy. Cooled CMOS will have lower switching energy
than the room temperature version, and low-temperature operation may al-

low switching techniques that would not work at 300K.
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If one is willing to use the same degree of flexibility in design and fabrication
need for JJ fabrication, there may be attractive opportunities using cooled

CMOS.

8.2 Design Challenge

To evaluate the ability of Single Flux Quantum (SFQ) logic to compete
with CMOS technology, we suggest a challenge: design a 32-bit processor
similar to the Cortex A-9 that operates with high throughput and low latency.
Using CMOS as a target, achieve throughputs in SPECInt instructions at
rates > 3 billion/sec and pointer traversals at rates > 1 billion/sec. Designing
a general purpose processor such as the Cortex A9 would demonstrate the
ability of SFQ logic to make processors for standard software such as Linux,
and show that SFQ logic can overcome the barriers associated with making

a capable general purpose chip.

It is important to note that the Cortex A9 has the computing power
of a smart cell phone, so satisfying this challenge would not lead to greater
computing power. However the Cortex A9 is an appropriate problein, because
it has a well understood architecture that it is designed to be networked into

parallel systems.

Also, the challenge is to design. but not to fabricate the chip, because
the tools needed to achieve that goal would require substantial work and

investment. It is better to to explore the feasibility first.

These matters are addressed in Appendix B, which discussed the archi-

tectural challenges for superconducting computing.
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9 FINDINGS AND RECOMMENDATIONS

The Findings and Recommendations for this report are presented in the

Executive Summary.
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B APPENDIX: ARCHITECTURAL CHAL-
LENGES

This Appendix presents an overview of the Architectural Challenges
that face the development of a superconducting general processor. It as-
sumes some familiarity with terminology used in the computer architecture

community.

JASONs understanding of the current state of the art in Josephson
junction circuits is composed of custom designed circuits such as 8-bit ripple
carry adders and some small-scale special purpose circuits. We understand
that there are some cell libraries, but it is not clear how complete these

libraries are and whether they are amenable to use with standard tools.

It is clear that customn designed circuits are no longer possible at the
scale that has been suggested. Even a modest microprocessor requires a
modern automated CAD flow and will use a licensed processor design in the
form of Verilog or VHDL (Very High Speed Integrated Circuit Hardware

Description Language).

Building a complete microprocessor is a significantly more complex task
than has been attempted, and adds significant challenges due to the large
number of interacting components. Due to the requirements for timing the
flux pulses, existing design tools cannot be used unmodified. Moving beyond
the cxisting state of the art will require adopting a fully automated CAD

fow.

In order to move forward, more complete cell libraries will need to be

developed complete with physical, pin, and timing models that can be used
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as part of the CAD flow. An additional challenge will be developing routing
and placement tools that can be used given the requirements of JJ logic.
Existing routing and placement tools that were developed for CMOS are

unlikely to be adaptable given the unique properties of JJ logic.

B.1 Memory

Creating a memory of sufficient size and speed to match the performance
of the JJ processor will be a difficult task. We were presented with several
technologies, but all of them were significantly slower than the cycle time of

the JJ processor.

The memory cell size of the JJ-based register memory is approximately 1
micron, so the memory density using this technology will be ~100x less dense
than comparable CMOS. Creating L1 and L2 caches that are comparable in
size to existing CMOS processors will require significant advances. If the JJ
processors turn out to be as fast as claimed, then the sizes of these cache
memories will need to be larger than for CMOS processors in order to attain

the necessary cache hit rates.

The main memory of the system is an even greater challenge. JASON
was presented with three different technologies, all based on magnetic spin.
All of these are asymmetric in terms of write speed, so that writes are much
slower than reads, and reads are slower than DRAM. The greater the perfor-
mance gap between the caches and main memory, the larger the caches must

be in order to mask this gap.

The asymmetry of the proposed memory technologies needs to be quan-

tified and understood. Depending on the workload. it will have enormous
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impact on the size of the caches, the design of the memory subsystem and
on the overall performance of the system. It will also impact the classes of

algorithms that will run well on the computer system.

Slow writes can be mitigated using interleaving, coupled with a suitably
sized cache. This affects the balance of the system, and a memory that
is sufficiently fast to service all of the write requests without stalling the

processor may provide more read bandwidth than can be utilized.

B.2 Processors

JASON fecls that a suitable challenge for moving beyond special-purpose
designs is producing a full working general-purpose microprocessor. A suit-

able example is an embedded processor such as the ARM Cortex MO0, the

simplest ARM microcontroller. It requires only about 12k gates, but will

reveal some of the issues in going from a Digital Signal Processor (DSP) or

special purpose circuit to a full microprocessor.

Producing such a microprocessor will require substantial progress in

~ development of the cell library as well as the antomated CAD flow.

The goal of this first step is to demonstrate the ability to deal with the

integration issues that are present in producing a complete microprocessor.

The measure of success would be to develop a working ARM Cortex MO0
processor with 16kB of instruction memory and 16kB of data memory. It
should be possible to run some algorithm of interest, say a hashing algorithm
on this processor and to compare its performance to the same processor done
in CMOS. Comparison would be made in terms of both speed and power

consumption.
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In order to build a useful general purpose computer system, a micro-
processor that is capable of running a modern operating system, tools and
application programs is necessary. The next level of challenge is the produc-
tion of such a processor. JASON recommends the ARM Cortex A9. which
has all of the modern features as well as excellent operating system support
including a complete tool chain (even Windows is being ported to the ARM
architccturc). This processor has approximatcly 1M gates. and will require
advances in process and may also require the development of scalable packag-
ing technology to allow multichip modules to be built. The A9 design comes
with a 16-64kB L1 cache, which is larger than existing JJ register memories.
It also comes with an L2 cache controller. Depending on the developments
in main memory technology, the L2 cache is likely going to need to be on
the order of 4MB in order to have adequate hit rates and avoid degrading

performance when going to the much slower magnetic memory.

The ARM Cortex A9 processor is equivalent to the processor used in
modern smart phones. Producing such a processor will require a fully auto-
mated CAD flow, including routing and placement tools. At this scale it will
no longer be reasonable to rely on significant human involvement in these

issues.

Given the expected density of JJ circuits, we expect that a micropro-
cessor such as the Cortex A9 will require multiple chips. As a result, an

additional challenge will be the development of scalable packaging technolo-

gies.

B.3 Computer System

Building a microprocessor is not sufficient to declare success. A complete
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computer is a complex system of interacting components. Some such as the
memories are relatively tightly integrated with the processor, while others
such as peripherals will operate asynchronously. Many other important issues
will come up in integrating the microprocessor with the memory and even

simple peripherals.

The ultimate goal of this phase should be to boot Linux on a system
based on the Cortex A9 processor with 1 GB of main memory, and with ad-
equate cache memory so that for most workload the processor is not waiting
on main memory. The system needs to be balanced in order for the system

to have good performance on representative workloads.

B.4 Shared Memory Multiprocessor

The next phase in moving towards a high performance computing system
will be a small-scale shared memory multiprocessor. JASON recommends a
16-way Distributed Shared Memory (DSM) processor with directory-based
cache coherency. The additional complexity in this phase will be in the
cache coherency logic to implement directory-based cache coherency and in
the interconnection network. JASON recommends a crossbar or a flattened
butterfly switch. The complexity of the interconnect is expected to be in-
termediate between the Cortex MO and the Cortex A9 processor. This will
also excercise the scalable packaging technology, since it is certain that using

existing and projected process technology this will require multiple chips.

Intermodule communication issues will dominate this phase of moving

towards a high performance computer system.
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B.5 Milestones

1. Develop a sufficiently complete cell library to enable processor, inter-

connect and memory development.
2. Develop an automated CAD flow.

(a) Routing and placement tools will have to be developed to deal

with JJ delay dependencies.
3. Gigabit scale main memory (in parallel with processor development).
4. Simple RISC microcontroller processor (ARM Cortex MO0, 12k gates)

Modern RISC processor (ARM A9, 1M gates, 1664kB L1 cache)

-Ol

(a) Memory technology advance to support L1 cache and operating

mMemory
6. Scalable packaging to enable multichip modules

7. Functional computer system including processor, memory, read only

memory (ROM)

(a) Should be able to boot Linux and run programs compiled using

open source tools
8. 1G-way distributed shared memory (DSM)

(a) Crossbar or flattened butterfly interconnect
(b) Directory-based cache coherency

(c) 1GB/per processor
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9. Cluster in the dewar, connecting multiple DSM modules using appro-

priate interconnect such as Dragonfly switch

(a) Interconnect technology that is less dependent on precise timing

will be required.
10. Cross dewar communication

(a) The key issue will be getting bits out of the cryostat.
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C APPENDIX: BASIC JOSEPHSON JUNC-
TION TUTORIAL

This is a simple discussion of Josephson junctions as they relate to
superconducting classical logic for lower power dissipation and possible route

to larger scale supercomputing.

C.1 The Resistively-Shunted Josephson Junction

The basic device used in this technology is a Josephson junction (JJ), formed
by a thin tunneling oxide hetween two superconductors. For the logic appli-
cations, the device is shunted by a parallel resistor (except for possibly when
the tunnel barrier is very thin, i.e. the current density is very high, and there
may be enough single-electron tunneling to make the devices self-shunting).
The effective circuit is therefore a parallel combination of the shunt resistor,
a parasitic capacitance arising from the junction and the wiring, and an ele-
ment which passes a non-dissipative current. according to the current-phase
relation of the JJ,

I(t) = Icsin(d(t)), (C-1)

where §(t) = % [V(t)dt is the phase difference across the junction. The
important combination of constants that keeps appearing is the magnetic
flux quantum, h/2e = Py = 2 x 1071 Wb = 20 Gauss — (um)?, which can
also be expressed as & = 2 mV — ps = 2 1nA — pH. There are innunerable

opportunities to mess up factors of 27 in the following.

The Josephson tunneling acts as a nonlinear inductor. This is seen by

taking the derivative,

dl :
;17 = IC(S('-OS((SU')) -

2€VIC
h

cos(d(t)), (C-2)
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and comparing with the constitutive relation for an inductor, V = LdI /dt,

we identify the nonlinear Josephson inductance

_h 1
" 2elc cos(d)”

The parallel combination of this Josephson inductor with the capacitance

Ly (G-3)

and resistance gives a parallel L-R-C resonator. The characteristic resonance

frequency is called the plasma frequency,

1 2(3](,' 26.]0
= = = — ,:-4
=T Ve T\ TR (C-4)

Since both the critical current Ic and the capacitance scale with the junc-

tion area, this frequency depends only on the current density (i.e. the bar-
rier thickness); for typical Nb/AlOx/Nb junctions at a current density of
Jo ~ 10,000 A/cm? = 100 pA/pm?, and the junction specific capacitance
of ( ~ 80fF/um?, this plasma frequency is about 300 GHz. For digital
applications with single flux pulses, we need to arrange that this resonance
is overdamped, @ < 1, which means that the I-V curves are non-hysteretic,

and the McCumber parameter

Be = %ICR"’C <1 . (C-5)

This parameter is the square of the resonator (), and means that the shunt

resistor and the overall impedance of the device is

L, h
Z¢ = \/? = VW’ (C-6)

which scales inversely with the junction area and as the inverse scuare root of
the current density. For a 1um? junction that seems typical in use today, it
has a critical current of 100p.A, the critical current and Josephson inductance
are 100pA and 3pH respectively, and the characteristic impedance is 6§2. Of
course, since the system is overdamped, the characteristic timescale can be
slower than the plasma frequency, w. = L/R = 2el¢R/h, but this is on the

same order. More on scaling of this later.
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C.2 A Flux Memory Element: JJ in a Superconduct-
ing Loop

All of the building blocks of memory in this technology consist of one
or more junctions in a superconducting loop that contributes some ordinary
(i.e. linear) inductance, L. (For historical reasons this is known as an RF-
SQUID configuration, while a DC-SQUID consists of two junctions in a loop,
regardless of how they are used. As another aside, this is also the same
circuit, in a different paramcter regime, as the "phase” qubit introduced by
John Martinis and colleagues for quantum computing.) The flux in this all
superconducting circuit must be quantized in units of ®p. in order to maintain

the single-valuedness of the order parameter

d— Qﬂﬁ =2mn (C-7)
D

where n is an integer, and Iy, is the current flowing in the inductor. If one
now adds a bias current, the current will divide between the two inductors
(the real inductor and the junction), except that, since the junction cannot
exceed a certain maximum current, the system is hysteretic - a memory! This
happens when the loop inductance is somewhat bigger than the junction’s

linear inductance, i.e. when the parameter

2
BL= -hffc:L =2rl:L/® (C-8)

is greater than one, and it should be typically five or more. This requires
a somewhat bulky inductor. Remembering that the inductance of a simple
loop is L = por In(8r/w) where r is the radius of the loop and w is the width
of the wire, and that i in convenient units is about 1 picohenry per micron,
we see that the loop should be five or more microns diameter. This implies

that the size of a memory cell is at least 30 square microns. It seems that
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current designs have not even pushed on this limit, and the greatest density
we heard about was only a few kilobits per square millimeter - not very dense
memory. With a multilayer process, one could try to make a smaller, multi-
turn inductor. It can be made much smaller using more Josephson junctions,

more on this later.

Now if one ramps the current up, eventually the critical current is ex-
ceeded, and the phase difference across the junction jumps by 2r. storing a
circulating current in the loop, even if the current is then reduced back to
zero. Ramping the current in the opposite direction can reset the cell, storing
a circulating current in the opposite sense. During the transition between
statcs, the junction phasc advances by 27, and a voltage pulse is developed
and dissipated in the shunt resistor. There is no voltage across the junction
during the quiescent state, although the conventional RSFQ dissipates a lot
of power in the biasing circuitry, if it uses resistors. How much energy was
stored in the bit, or used in the transition? The circulating current is on the

order of the junction critical current, and so the energy is simply

s L+L, h L+L;I:®
Euie=(Ls+ L)% = L, IZeI(-Igz L, ' (27‘_" ~Ie®y.  (C9)

In this sense, the superconducting logic is the electromagnetic "dual” of
conventional CMOS. where bits are stored as charge on a capacitor. This bit
energy is much smaller than in CMOS, for the example of 100 pA critical
current, it is only 2 x 107! Joules, or about 1 electron volt. This is still much
bigger than kgT (especially at 4 K), but cannot be reduced much, if we want
to keep error rates low, as I calculate in next section. It compares favorably
with CMOS, where the logic levels are a volt, but the energy to charge the

capacitor of about 100 attofarads is about three orders of magnitude higher.
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If we could reduce the voltage levels in CMOS in proportion to the temper-
ature (is there a reason why one cannot?), then we could reduce this energy

per bit by four orders of magnitude, or T2.

Note that the fields and currents induced by storing a bit are still quite
small. Since we are storing the bit as one flux quantum (20 Gauss-pym?), in
a few micron-sized loop. the fields are only a few Gauss, while the critical
ficld of Nb is about 2,000 Gauss. Likewise, the critical current density of a
Nb wire is 107 to 10° A/cm?, about three to four orders of magnitude higher
thau that of a junction. It is tempting to say that we can reduce the size of
the junctions, the critical currents, and therefore also the loop sizes to make
a memory more dense. However, at a fixed operating temperature we seem to
need a fixed and relatively large critical current to prevent thermally-induced

phase slips (flux tunneling), and therefore errors.

C.3 Thermal Fluctuations and the Minimum Critical
Current

The dynamics of a biased Josephson junction, or a junction in a loop,
can be described by the motion of a classical particle in an effective potential,
where the phase difference § is the coordinate. The junction contributes an
oscillatory contribution (the energy stored in the junction is periodic in §).
For a current biased-junction, this is the well-known RSJ washboard model,

with a potential

U@) = - ‘21)0

T

(16 + Iccos(d)) = —E; (JIL + cos((i)) (C-10)

where E; = hlc/2e = Io®o/2m is the Josephson energy. For a junction

in parallel with an inductor (more like the usual RSFQ cell), the potential
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includes a parabolic term from the inductor
U(8) = E; [6%/281 + 1 — cos(8) — Iod/Ic] (C-11)

For our canonical 100 xA junction, the Josephson energy is about 3 x 1072°
Joules, or 2,400 kpT. Because we want to ensure directionality of the switch-
ing, the bias current through the junction is typically about 70% of the critical
current. Now the particle can escape from one local minimum by tunneling
over the potential barrier created by the sinusoidal term. But this will be
about one third of E,. The error rate from these thermal escapes will be
given by

r= ‘;—j exp(—AU/KT) (C-12)

and the "attempt frequency” is the characteristic timeseale calculated above.
If we want to ignore all these errors. having a minimum time ¢, between
errors for N gates in a device, we need AU/KT ~ In(wcterN/27). If we
assume a billion seconds and a million gates, then AU ~ 60kT, or E; ~

180kT and the minimum critical current is about 30uA at 4 Kelvin.

C.4 Scaling Prospects for JJ Logic

Scaling superconducting computing circuits to smaller sizes and high
enough densities to compete with CMOS appears to be a significant but
necessary challenge. Due to the possibility of thermal errors, as discussed
above, there is a practical limit on the minimum critical current for the
junctions. We could reduce junction sizes to scale to more dense circuits,
but this requires an increase in critical current density. Densities up to
about 100kA /em? have been demonstrated, making the minimum junction
size about 0.2 pm. However, the inductance will continue to dominate. An

alternative is to use other Josephson junctions as the inductors. To keep
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~ the nonlinearity in these junctions small, or equivalently to make sure that
only the desired junction in a cell switches, the other junctions need to have
about three times larger critical current, making each of them one third of
the inductance of the small junction. To get enough total inductance, we
need a multi-layer stack of these larger junctions (or a series array) of about
ten or fifteen junctions. I think this is not unreasonable to fabricate, espe-
cially becausc this stack of junctions could pcrhaps be just a single process
and patterning step, where a thick multilayer of alternating superconducting
layers and thin barriers can be repeated. [ also don’t think the circuit per-
formance is particularly sensitive to variations of these extra junctions. The
critical behavior would be dominated by the single, smaller, junction. So it
seems to me reasonable to get a memory cell size down to about one square
micron at the smallest. A one megabit memory at this density can fit on one
square millimeter, or has a density of 100 megabytes per square centimeter,
about 100X lower than current DRAM chips. But a petabyte of memory for

a petascale computer requires a daunting 10,000 square meters!
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D APPENDIX: JOSEPHSON JUNCTION DE-
VICE MODEL

The Josephson junction device - We consider a Josephson junction (JJ)
constructed from two superconducting layers of area A. separated by a tunnel
layer of thickness d. Conventionally, the superconductor is niobium and the

insulator is aluminum oxide.

JJ circuit element - The circuit model for a JJ circuit element in a
computer is shown in Figure D.l. The nonlinear response of the device is
modeled by the JJ junction symbol. The shunting capacitor C is the capac-
itance between the two superconducting layers. The junction capacitance
C ~ A/d, dominates the capacitance to ground Cx =~ v/A because d < VA.
The resistance R, represents the ‘normal’ tunneling resistance of the JJ. i.e.
the tunneling resistance when the superconducting layers become normal
metals. To increase the damping and avoid unwanted ringing, an additional

shunt resistor R is added for single flux quantum (SFQ) logic circuits.

"

o
I
1l

X R, R%

Figure D.1: Josephson junction resistively shunted junction (RSJ) circuit
model.
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D.1 RSJ Model

The equation of motion for the JJ is given by the RSJ model (McCum-
ber 1968 [8], Likharev 1979 {10], Tinkhan 2004 {11]). The time-dependent

current /(t) through the circuit model shown in Figure D-1 is given by:

I(t) = I.sind + V+C% (D-1)

where /. is the critical current of the JJ. The Josephson equations for the

supercurrent I, and the voltage V across the JJ are:

Iy = I.siny (D-2)

dv 2e (2
2B e

where « is the phase difference of the superconducting order parameter ¢

across the junction.

The magnetic flux quantum @, for superconductors is given by:

h
@ —_— D—L’
0= % (D-4)

where h is Planck's constant and 2e is the charge of a Cooper pair, giving
Py = 20.7G pm?. Its value is determined by the fact that the superconduct-
ing order parameter ¢ must be single-valued in a loop encircling ®,. The
linc intcgral § A-d§ = N®, of the vector potential A about a closed loop in

the superconductor counts the number N of flux quanta enclosed.

Substituting the JJ voltage V from Eq. D-3 into Eq. D-1, we find the
equation of motion for the JJ circuit element using the RSJ model (McCum-

ber 1968 [8]):

dz‘)’ 1 d"[ 2nl- . 27
W+<EE>E+(C¢O>SIH-{—(C@)I(f) (D-5)
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For small phase differences sin ¥ & , the RSJ model resembles an RLC tank

circuit with resonant frequency

271'[(,' 1
= J L = [ — D-
we \/C% \/L,,c (D-6)

called the ‘plasma frequency,’ where the effective inductance of the Josephson

junction is L; = ®y/2n 1. The time constant of the tank circuit is:
7= RC (D-7)

Rewriting the RSJ equation of motion using these quantities we find

d*y Ndy | 5. o (I
Tl + (;) T + wpsiny = wp (—17) . (D-8)

For small phase differences, siny ~ v and Eq. D-8 is the equation of

motion of a simple harmonic oscillator. The quality factor Q) is given by

2nR2CIp~

o (D-9)

Q:wPT.:

For computer applications, the value of the shunt resistor R is often chosen
so the RSJ circuit is critically damped with Q = wpr = 1/2, and the system

most rapidly approaches equilibrium.

The potential energy of the JJ circuit element vs. the phase difference

v for a constant current I is:

Uy)=- (CI)OIC) cosy — ((I)OIO) v=-FE [cos",’ + (ﬁ)') 7] (D-10)
27 27 Ic

where the Josephson energy EJ is defined by:

E, =M _ (&) I (D-11)

The critical current I¢ of the Josephson junction is a very important

parameter. It’s value is given by:

lo=g (D-12)

Superconducting Computing +=O=0- February 22, 2012



Doc ID: 6702858

Superconducting Computing 50~ 65

where V¢ the characteristic voltage of the Josephson junction. and is its
tunnel resistance in the normal regime. The characteristic voltage Viz does
not depend on any parameters of the junction except the superconducting
energy gap A(T') and the temperature T'. It is given by the Ambegaokar and
Baratoff relation (1963 [3]):

Vo = g (@) tanh ( ?;f:;) (D-13)

At low temperatures T' < T, the cnergy gap approximatces its zero temper-

ature value (Likharev 1979 [10]).
A(0) =~ (n/1.8)kpTc (D-14)

Near the critical tempcerature T¢, the gap A(T) drops rapidly with temper-
ature. The normal tunnel resistance R, of the JJ drops exponentially with

the tunnel barrier thickness d, and is inversely proportional to its area A.

-

D.2 Driven Damped Pendulum Model

Equation D-8 is mathematically the same as the equation of motion for
a driven damped pendulum (D’Humieres et al. 1982 [9]), shown in Figure

D.2. For the equation of motion we have:

N df
(ml?) Eg + (R)E + (mgl)sinf = ['(¢) (D-15)

which describes how the angle 8 of the pendulum responds to a torque I'(t)
applied about the axis. Here mi? is the moment of inertia, & is the viscous
damping constant, and mgl is the restoring torque due to the action of gravity

on a bob of mass m attached to a rigid, massless rod of length /.

For small angles away from a minimum, the pendulum acts as a simple
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Figure D.2: Rigid pendulum with mass m, length ¢ and angle 6. The force
ol gravity mg creates a torque mgf about the axis.

harmonic oscillator with resonant frequency

Wy = \@ (D'lﬁ)

r= le? (D-17)

and time constant

Rewriting the Eq. D-15 using these expressions we find

26  (1\dd o . LT
r + (;) pn + wysing = wy (?) (D-18)

where I'c = mgl is the critical torque needed to lift the bob against gravity.
Equation D-18 has exactly the same forin as the JJ equation of motion

Eq. D-8.

The energy of the pendulum for a constant applied torque [y is given
by:

U(f) = —Tccos — T = ~-T'¢ (cos(-) + (?’-) 9) (D-19)
C

where the characteristic potential energy Ep of a pendulum is equal to the
critical torque:

Ep=mgl =Tc (D-20)
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Comparing Egs. D-8, D-10, and D-11 for the RSJ model with Egs. D-18,
D-19, and D-20, we find that the equation of motion and the potential energy
of a JJ device and a driven damped pendulum are given by exactly the same
expressions. This means we can use our intuition about driven pendulums

to guide our understanding of Josephson junctions.

D.3 Tilted Washboard Model

To understand Josephson junction logic circuits, it is helpful to consider
the “Tilted Washboard Model” shown in Figure D.3, which plots the .JJ
potential energy U vs. the phase vy for a fixed drive current Iy. The drive
current tilts the sinusoidal potential, creating a series of minima in U at lower
energies, separated by Ay = 2x in phase. The JJ moves from one minimum

to the next, as a single flux quantuin ®, passes through the barrier.

N, (N+1),

Flux quanta —»

Figure D.3: Josephson junction energy U vs. number N of flux quanta @,
that have passed through, for Iy/Ic¢ = 0.6. The JJ phase difference is v =
27 N.

One can set up a logic circuit, where a bit of information is represented

by ®o, and digital operations are carried out by Josephson junctions — this
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is the basis of Rapid Single Flux Quantum (RSFQ) logic (Likharev and
Semenov 1991 [1]). At the bottom of each minimum in U. the JJ voltage V
falls to zero, the phase 7 is constant in time, and the drive current Iy passes
through the junction as a supercurrent. This state blocks the motion of a
flux quantum through a JJ, and it can be used to store a flux quantum of

information.

The energy AU required to escape from a minimum is given by Tinkham

(2004 [11)):

wlee

AU = 2E; (1 — Iy/1c)? | (D-21)

where the barrier AU has a characteristic size set by the Josephson energy
E; = ®glc. The barrier AU falls to zero for Iy = I- when the minima in
U disappear. We can use Eq. D-21 to estimate the error rate of a JJ logic
element due to thermal fluctuations. The probabilistic rate of escape P is

the product of the attempt frequency wp /27 with a Boltzmann factor:

wp } AU
P () exp (‘Zﬁ) (D-22)

where the attempt rate wp /27 is determined by the plasma frequency wp for

oscillations in phase v near the bottom of a minimum from Eq. D-6.

The total energy E of the JJ is the potential energy U plus the “kinetic’

,_1 CI’(]?d"/?_l 2

which is proportional to the square of the ‘velocity’ dy/dt, and is equal to

energy:

the charging energy of the JJ capacitance C. If V # 0, the JJ phase will
change according to the Josephson equation Eq. D-3. a current V/R will flow

through the resistor, and the state of the system will change.

One can lift the JJ state over the potential barrier by applying a short

voltage pulse that adds a kinetic energy E;,, as shown in Figure D.3. The
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response of the Josephson junction depends on its damping. For a lightly
damped junction (wpr > 1/2). the state will continue to travel horizontally
to the right in Figure D.3 after the exciting voltage pulse has ceased. In the
lightly damped regime. the JJ has multiple stable states for drive current Io,
a zero-voltage state with supercurrent Ip, and a finite voltage state where
part of the drive current flows through R. The system is hysteretic, and
the observed state is determined by the history of excitation. These voltage

states were used in the original IBM superconducting computer program.

In the more heavily damped regime (wpr < 1/2), the behavior qual-
itatively changes. In response to a voltage pulse, the JJ state flips out of
once minimum and is trapped by the next, as indicated in Figure D.3. Dur-
ing the transfer, a single flux quantum moves through the junction. In its
fall to the bottom of the next minimum, the JJ either dissipates the kinetic
energy in the shunt resistor. or sends one or more flux quanta out to other
JJ devices down a superconducting transmission line — in this case I is the
characteristic resistance. The most rapid transitions occur for critical damp-
ing (wpr = 1/2). In this damped regime, the motion of the JJ state is quite
simple, providing a natural approach to rapid single flux quantum (RSFQ)

digital logic based on the flux quantum.

D.4 Rapid Single Flux Quantum (RSFQ) Logic

Likharev and Semenov (1991 [1]) developed an approach to supercon-
ducting logic based on single flux quanta, which they named Rapid Single
Flux Quantum (RSFQ) Logic. RSFQ logic is the basis of two leading ap-
proaches to superconducting computing, Reciprocal Quantum Logic (RQL)

and Energy-efficient Rapid Single Flux Quantum (ERSFQ) logic, that were
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presented at the JASON study. We give a brief summary of RSFQ logic

characteristics here.

Inside an RSFQ computer, a bit of information is represented by a flux
Aqll&ntum ®. This provides a natural way to digitize analog signals that is
analogous to the classification of a “1” or a “0” in CMOS logic by ranges of
voltage. In moving from one minimum to the next. as shown in Figure D.3,
onc flux quantum passes through the Josephson junction. For the pendulum
model shown in Figure D.3, this corresponds to the pendulum bob flipping

once over the top.

A flux quantum representing a bit of information is passed from one
to another Josephson junction as a voltage pulse V(¢) that travels along a
superconducting transmission line at the speed of propagation cs ~ ¢/3 ~
1 x 108 m/sec, where c is the speed of light in a vacuum. By integrating the
second Josephson equation, Eq. D-3, we find a relation between the peak

voltage Ve and the pulse duration At.

P = / dtV(t) = VAt = 2.07mVpsec. (D-24)

Shorter pulses are obtained for larger peak voltages. One can see that this
approach is naturally suited to mV voltage pulses with psec time widths.
making is promising for low energy, high speed computing. The upper limit
to Vg is given by the Josephson characteristic voltage Ve from Eq. D-13:

A A
Vo Vo= 5 (?) tanh (thgT) . (D-25)

where 2A and T¢ are the superconductor’s energy gap and critical tempera-

ture.

The duration At and energy of a single flux quantum voltage pulse set

fundamental limits to the speed and bit energy of an RSFQ computer. For
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niobium, the superconducting energy gap is 2A = 3.05meV, giving a peak
voltage Vo = Vo &~ 2.5mV at temperatures well below T¢-. This peak voltage
allows a flux quantum to be carried by a picosecond pulse with time duration
At =~ 0.8psec along a superconducting transmission line. The physical length
of the pulse is Az = ¢t ~ 80 pm, using ¢, ~ 1x 10°m/sec. These picosecond
pulses open the way for very rapid transmission of bits at rates up to 1/At ~

1.25THz for niohium.

The energy E,, to switch a Josephson junction from one potential en-
ergy minimum to the next, as shown in Figure D.3, is proportinal to the

Josephson energy E;, the amplitude of the sinusoidal oscillations in U:

Esw - 27rEJ ("II'.—U‘) = @OI[] ~ (I)OI(,' (D"26)
C

The switching energy FEj,, is proportional to the junction area A, because
the critical current density J¢ is a constant determined in the fabrication
process by the materials and the barrier thickness. Using representative
values Jo = 10kA/em? and A = 1m? for Nb/AlO,/Nb junctions, we find

Fow =~ 2 x 1072°.], a very small value.

The switching energy is a fundamental property. and one would like to
design the system to achieve the lowest possible value. In practice. the min-
imum value of Ey x JecA is determined by the maximum error rate P that
is acceptable, where P (Eq. D-22) is exponentially sensitive to E;. Higher
current densities J¢: are desirable, because they permit using JJ devices with
smaller area A and larger packing density, as well as shorter duration single-
flux-quantum voltage pulses (Eq. D-24). To increase the current density Je,
one could use a thinner tunnel barrier to decrease R, or choose a supercon-

ductor with a larger energy gap A. as shown in Egs. D-12 and D-25.

The Josephson junction amplifies the energy Ein ~ (1/2)CV,Y? de-

in
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posited by in incoming voltage pulse of height V;,, to generate a full rotation
of the JJ phase. The energy £;, is a fraction a of the Josephson energy -
the typical value a ~ 0.3 is a compromise between the desire for a small
switching energy. and the need to prevent unwanted thermal motion over the
potential barrier. During a rotation of the JJ state from one minimum to
the next (Figure D.3), the initial potential energy is converted into a kinetic
cnergy K ~ E;. A full flux quantum moves through the junction, creating

an outgoing voltage pulse of height Vi given by (1/2)CVE ~ K.

In this way. the Josephson junction digitizes the incoming voltage pulse
into a “1” or a “0” depending on whether the incoming pulse is large enough
to flip the JJ phasc over the barrier. In addition, the JJ restores a weak
incoming “1” pulse to the voltage Vi expected for a full lux quantum. Both
properties are required for logic circuits. The amplification factor is 1/a in
energy, with a typical value 1/a ~ 3. This provides enough energy to drive

two similar JJ devices for a fanout of 2.

The JJ switching energy E;, ~ (1/2)CV{ is quite small compared with
the charging energy CV? of a CMOS line, in part because the voltages Vg
are ~ 1mV instead of ~ 1 V. However this advantage is offset by the energy
needed to cool the superconducting computer to liquid He temperatures, so
that the effective switching energy at room temperature is a factor ~ 300

higher for a cominercial cooler.

An important advantage of JJ computers is the fact that information
is passed along superconducting transmission lines as single-flux-quantum
voltage pulses. The energy of a single pulse E; =~ 1 x 107'%J is quite small,
and it is not dissipated by the line, but enters at one end and leaves at the
other. The impedance of the line is chosen to approximately match the J.J

devices. A difficulty created by single-flux-quantum pulses, is that timing

Superconducting Computing -+~ February 22, 2012



Doc ID: 6702858

Superconducting Computing o0~ 73

become more difficult, because different pulses will travel different distances,
and arrive at different times at a gate. This can be mangaged by adding
a register to the gate input that records incoming data during the interval
between two clock pulses. and then forward the data to the gate (Likharev
and Semenov 1991 [1]). The clock speed must be slow enough to handle the

expected range in arrival times for pulses from different parts of the chip.
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E ACRONYMS

CAD - Computer Aided Design

CMOS - Complimentary Metal Oxide Semiconductor
DRAM - Dynamic Random Access Memory

DSM - Distributed Shared Memory

DSP - Digital Signal Processor

ERSFQ - Energy-efficient Rapid Single Flux Quantum logic
JJ - Josephson Junction

JMRAM - Josephson Magnetoresistance Random Access Memory
JTL - Josephson Transmission Line

MRAM - Magnetoresistance Random Access Memory
ROM - Read Only Memory

RQL - Reciprocal Quantum Logic

RSFQ - Rapid Single Flux Quantum

SFQ - Single Flux Quantum

SQUID - Superconducting QUantum Interference Device
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